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Abstract

Water covers more than 70% of the surface of our planet, and there are still areas
that remain largely unexplored. Underwater engineering research offers scientist a variety
of technologies including robots and specialized instrumentation to explore this environment.
Marine robot development faces different challenges from its construction to its control and
navigation due to the highly dynamic and harsh conditions of this scenario, limitations in
communication, instrumentation, and energy. In this dissertation, we aim to extend the
development of underwater robot technologies by investigating and implementing robotics
vehicles and, applying and evaluating localization and mapping approaches towards autonomous
navigation. This thesis is organized as a collection of research manuscripts based on articles
already published or submitted to internationally refereed conferences and journals.

In this dissertation, we research two main challenges in underwater robots. First, we focus on
the implementation of underwater robots for scientific studies. We present the implementation of
a novel Remotely Operated Vehicle (ROV)-based acquisition system based on current underwater
sensors for scientific studies. The design and preliminary tests of the data acquisition are
presented. Then we propose a robot framework based on a novel low-level expansion board
which applies to underwater robots. We upgrade two underwater robots based on the framework
including a simulation environment and Robot Operating System (ROS) integration.

Second, we focus on Simultaneous Localization and Mapping (SLAM) algorithms and their
application to underwater scenarios. We review three main SLAM approaches and use them
over collected data from a simulation for comparison. Then, we center in visual SLAM, for
which, we gathered and made public available a collection of datasets from different underwater
locations in various illumination conditions. We evaluate the performance of feature detectors
and descriptors in matching features over consecutive frames of the datasets. Finally, we apply
a visual SLAM method based on Oriented FAST and Rotated BRIEF (ORB) features and
graph optimization. We present the resulting maps and trajectories generated and evaluate
the algorithm over the datasets. We also offer the proper conditions and the challenges for its

application.
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Chapter 1
Introduction

Underwater technology development is gaining importance in the scientific community as it
allows researchers to perform surveys in oceans, seas, and lakes that were previously extremely
challenging or impossible to achieve. The development of underwater robots presents challenges
in the construction, communication, localization, control and deployment due to the nature of the
environment. From a hardware perspective, various underwater robots have been proposed with
a variety of architectures and sensors. However, there are few complete frameworks that allow a
smooth integration of sensors and offer a simulated environment for testing before deployment.
On the other hand, localization for underwater robots is needed for geo-referencing measurements
and for navigation. Localization is a complicated and expensive task (e.g. acoustic positioning
systems). Sensor fusion and Simultaneous Localization and Mapping (SLAM) methods offer
alternatives to accomplish this purpose. However, there is room for exploiting these methods in
the case of underwater scenarios since newer approaches have mostly been applied to land and
air environments.

There has been a significant development in Remotely Operated Vehicles (ROVs) and
Autonomous Underwater Vehicles (AUVs) in the last couple of decades. ROVs are wired to
a station on the surface and controlled by an operator. They can manage powerful tools and
provide high bandwidth for communication due to the tethered connection. For instance, the
Navigator (Table 1.1) is a heavy-duty vehicle with four Degrees of Freedom (DOF) that can be
equipped with hydraulic actuators and stream data from six cameras and other imaging sensors.
Additionally, ROVs can have aided navigation systems such as depth control and orientation.
They are used in inspection, maintenance, repair and structure deployment for the oil and gas
industries.

Smaller ROVs are mostly used for visual inspection of dams, pipes, tunnels and structures.

They are also used in habitat surveys, water sampling and quality measurements, and in fish



CHAPTER 1. INTRODUCTION

Table 1.1: Overview of Navigator ROV from TMT [1]

Overview

Weight 1400 Kg

Size 1.2mx095mx1.2m (L x W x H)

DOF 4 (surge, heave, sway, yaw)

Max Depth 600 m

Power Electric / hydraulic

Actuators

Thrusters 4 vectored, 1 vertical

Lights 6 available

Manipulator Robot arm optional

Hydraulic Guide wire cutter, mini dredge, plate handling, guidewire latch systems, mega
digger

Sensors

Cameras Possible 6 cameras (2 pan/tilt)

Navigation Doppler velocity log, depth gauge, fluxgate compass

Others Sonar, multiparameter probe, rig floor monitor, densitometer

inspection. The AC-ROV [2] is a mini-ROV capable of inspecting 20cm diameter pipes and can
access tiny spaces. Similarly, the Seabotix VLBV [3] and the Ocean-Modules V8 SII [4] are a
small and a medium size ROV, respectively, that offer a configurable payload including water

quality and acoustic sensors. The Seabotix VLBV has a gripper for cutting or handling objects.

(a) AC-ROV from (b) Seabotix VLBV from (c) Ocean-Modules

AC-CESS [2] Teledyne [3] V8 SII from Ocean-
ModulesOcean-
Modules [4]

Figure 1.1: Small and medium size ROVs

AUVs are autonomous robots which rely on batteries and sensors to follow a set of waypoints
that are evaluated continuously when the robot is able to communicate with a central station.
AUVs can be loaded with a variety of hydrographic sensors and sophisticated localization and

communication systems such as the Remus 100 (Table 1.2). The Girona 500 (Table 1.3 is an



AUV developed initially as a research platform which is now being commercialized due to its

reliability over the last decade. It can also include an electric robot arm as a manipulator.

Table 1.2: Overview of Remus 100 from Konsberg [5]

Overview
Weight 32 kg > -
Size 0.19 m x 1.70 m (Diameter x L) » = REUS .
s || — || :
DOF 3 (surge, pitch, yaw) ' -
Max Depth 100 m
Battery 1.5 Kwh Li-Ton (12hrs)
Actuators
Thrusters 1 DC brushless motor (surge)
Servomotors 2 gear motor and servo pot (fins for pitch and yaw)
Sensors
Communication acoustic, satellite and Wi-Fi
Navigation Long base line (acoustic positioning system), doppler assisted-dead reckoning,
intertial navigation system, GPS
Others Side scan sonar, water quality

Table 1.3: Overview of Girona 500 AUV from the Universitat de Girona [6]

Overview
SO0

Weight 200 Kg S

Size 15mx1Imx1m(LxWxH)

DOF 4 (surge, heave, pitch, yaw) '

Max Depth 500 m

Battery 2.2 Kwh Li-Ton (>6hrs) W

Actuators

Thrusters 4 to 8 configurable

Manipulator Electric robot arm optional

Sensors

Heading Attitude and heading reference system

Depth Pressure gauge

Navigation Ultra short base line (acoustic positioning system), doppler velocity log

Others Optional profiler sonar, side scan sonar, video camera

Sensors for monitoring the environment include underwater probes for water quality (which
measures variables such as temperature, salinity, depth, turbidity and chemical composition).
As well as acoustic sensors used for bathymetry (underwater topography), objects detection,
biomass estimation, rough and detailed imaging, and for measuring underwater noise. Cameras
provide easy to interpret information and are used at close proximity to the target of interest

utilizing artificial illumination when needed.



CHAPTER 1. INTRODUCTION

GPS can not be used in underwater environments. Instead, acoustic is used for communication
and localization by implementing networks of transducers and receivers to triangulate position.
Doppler velocity logs use acoustics to determine velocity in reference to the water. Dead-
reckoning sensors such as Inertial Measurement Unit (IMU) are used to estimate the orientation
and the position of an underwater robot. Depth is easily measured through pressure sensors
exploiting the direct proportionality between hydrostatic pressure and depth in underwater
environments.

Accurate localization is crucial for robot navigation. Although acoustic positioning systems
offer a reliable option, it requires expensive instrumentation and preparation. Different ap-
proaches have been researched to improve the estimation of the pose (position and orientation)
of a robot based on the fusion of different sensors. SLAM is an alternative to integrate data
from various sources, as per the sensors mentioned above, and can estimate the robot’s pose on
a map which is also built simultaneously.

Computer vision and development of optimization algorithms allow a specific SLAM approach
based only on video cameras (visual SLAM). Motion is estimated from different viewpoints of
overlapping frames when a robot is moving. The map is represented as a mosaic of images or as
a cloud of points.

In this dissertation, we present contributions to two main challenges in underwater robots.
First, we focus on the hardware and construction of underwater robots for scientific surveys.
We investigate current underwater sensors for scientific studies based on the compilation of
different trials and propose a novel ROV-based acquisition system. Furthermore, we propose
a development framework for control and simulation of mobile robots with Robot Operating
System (ROS) integration and apply it in the upgrade of two underwater robots. The framework
is based on a novel low-level interface board for sensors and actuators which connects to a
higher control unit such as a small computer. Second, we center on SLAM algorithms applied
to underwater scenarios. We investigate three main approaches and adapt them to work with
simulated data for proof of concept and comparison. Then, we research feature extractors
on underwater images under the scope of visual SLAM (vSLAM) as an alternative based on
cameras that exploit the advances in computer vision. We present a new dataset including a
variety of scenarios and perform an extensive study on collected datasets to characterize their
response and performance. Finally, we focus on ORB-SLAM which is a modern vSLAM method
based on Oriented FAST and Rotated BRIEF (ORB) features extracted from camera images to
create a path of the robot movement and a cloud of points as a map. We evaluate the algorithm
for the datasets collected and present the conditions and limitations for its application in these

scenarios.



1.1. CONTRIBUTIONS

1.1 Contributions

Most of the contributions presented in this thesis have been done entirely by the candidate

except for:

e Chapter 2: the candidate was the Principal Researcher for the ROV project who directed
and oversaw the implementation and tests of the ROV. The proper implementation was

performed by the research group.

e Chapter 3: the candidate was in charge of the evaluation and modification of the Eyebot7
Board. He adapted the low-level functions based on a different microcontroller program.
The C interface was performed by a teammate in constant communication and evaluation
with the candidate. He oversaw the ROS packages integration and performed the tests

presented in the thesis.

e Chapter 6: The candidate participated in the set-up of the ROV and the programs for
logging the data with timestamps from the ROV. A Master’s student and the candidate
collected the datasets, except from the Fremantle Marina area which was obtained only
by the student and the pool with markers which the candidate collected by himself. The
Master’s student run the ORB-SLAM2 algorithm and evaluated the algorithm supervised
by the candidate. Finally, the candidate analysed the findings into the two ORB-SLAM2

manuscripts presented in the Thesis Declaration.
The major contributions of this thesis are as follows:

e We designed an implemented a novel ROV integrating three main sensors: a video camera,
a multi-parameter probe, and hydrophones, for scientific underwater monitoring. (Chapter
2, Published in Oceans’14)

e We present a framework for robot development applicable to underwater robots based on
the development of a low-level electronic board that interfaces sensors and actuators to
the main controller. It includes connectivity to ROS and a simulation environment which
allows a smooth transition from simulation to the implementation. (Chapter 3, submitted
to Robotics)

e We propose the application of traditional SLAM frameworks based on filtering and non-
filtering approaches to underwater robots. We evaluate their validity in a simulated
environment and compare them theoretically and experimentally. We also describe
common sensors used for this task. (Chapter 4, [ICARA’15)
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e We propose to exploit interest point detectors for underwater images captured by robots
for visual SLAM. We categorize the challenges and evaluate the performance of common
detectors and descriptors in experiments towards their application in vSLAM. We also
make the datasets collected from a variety of underwater scenarios and conditions public.
(Chapter 5, submitted to RAS)

e We propose the application of a visual SLAM approach (ORB-SLAM) in underwater
scenarios. Datasets are used to evaluate the algorithm’s performance. Limitations and key

elements to its improvement are also discussed. (Chapter 6, Oceans’18 and manuscript
submitted to MVA)

1.2 Thesis Overview

This thesis presents a number of novel solutions and studies related to the implementation
and the application of SLAM algorithms to underwater robots. This dissertation is arranged as
a collection of research manuscripts based on published or submitted to internationally refereed
conferences and journals. The first two chapters are related to the implementation of mobile
robots, mainly focused on the electronics, data acquisition and control. The following three
chapters deal with the application of SLAM algorithms to underwater robots from the SLAM
principles able to fuse different sensors and models to feature-based vSLAM.

Each of the chapters are a self-contained unit of information with an introduction to the
topic and concluding remarks. We provide a brief overview of each of the chapters that follow

this introduction in the description below.

1.2.1 Chapter 2: Underwater Robots for Scientific Research: Imple-

mentation of an ROV-based acquisition system

This chapter addresses the instrumentation and the use of underwater robots for scientific
research of the hydrosphere in shallow water. It begins with an overview of ROV applications and
current scientific studies for environmental studies carried out in the field and instrumentation
setups.

We present a variety of scientific underwater studies trials performed, especially by the
Instituto del Mar del Peru (IMARPE), and identify the instrumentation used. We present
the implementation of a novel ROV-based acquisition system for scientific research. The

implementation is divided into two parts:
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(a) From the vehicle itself, we propose a novel ROV with the capabilities of mounting different

sensors and integrating different sources of information into logs.

(b) From the instrumentation perspective and based on the needs of the IMARPE, we consider
a video camera, standard in ROVs; a multi-parameter probe with interchangeable sensors;
and an array of three hydrophones, for the measurement and detection of underwater

noise.

We implemented the robotic platform and performed preliminary field tests to demonstrate

its capabilities.

1.2.2 Chapter 3: Hardware and Software Framework for Mobile Robots
Applicable to Underwater Robots

This chapter proposes a novel framework for developing mobile robots applicable to under-
water vehicles based on a low-level expansion board. Robotics systems rely on direct tasks such
as the interfacing with sensors and actuators, control routines and quick response to critical
events to a logical or physical control unit in a hierarchy control architecture.

The framework proposed integrates the low-level board, an Application Programming
Interface (API), a package for ROS integration and a simulation environment for mobile robots

including underwater robots. These elements are briefly described below:

(a) The low-level expansion board can handle DC-motors, servo-motors, distance sensors,
analog sensors, and audio. It has built-in control loops based on Proportional Integral
and Derivative (PID) controller and a serial communication port for communication with

a higher-level unit.

(b) The API is a collection of C functions that abstract the functionalities of the low-level
board to develop high-level applications.

(c) The ROS package integration creates an accessible node in the ROS architecture that

abstracts the API set for the low-level interface.

(d) The simulator is built on top of the API and includes a physical abstraction layer to

simulate the behavior of modeled robots.

The framework is tested in wheeled robots and the upgrade of two underwater robots based on

the framework is presented.
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1.2.3 Chapter 4: Underwater Robot SLAM Frameworks

This chapter focuses on the implementation of SLAM on underwater robots. Underwater
scenarios present different conditions compared to land or air for SLAM applications. For
instance, the use of GPS is only possible when an underwater robot is on the surface; therefore,
it can not rely on it for estimating its position when submerged. A range of sensors have been
used for underwater localization and mapping applications including specific sensors for these
scenarios such as sonars, echo sounders, radars and acoustic localization systems.

We present a selection of traditional localization and mapping sensors for underwater SLAM
applications as well as an overview of SLAM frameworks applied to this scenario. We describe
three main frameworks theoretically and implement them for a simulated environment. We
simulate a pool with bricks and a robot moving over them with a camera mounted on the ROV
looking down. The camera is used for detecting the bricks as simple landmarks, and simulated
displacement sensor is used as a localization sensor.

We build the observation and motion models based on the simulated sensors and implement
the principles of the frameworks to process the data in order to estimate the position of the
robot and the landmarks. The simulation shows increased accuracy of the robot’s estimated

pose and the landmarks positions when SLAM is applied.

1.2.4 Chapter 5: Interest Point Detectors and Descriptors for Under-
water Visual SLAM

This chapter deals with the processing of underwater images towards vSLAM. Feature-based
vSLAM relies on matching features between frames. Images taken in underwater scenarios
present different alterations (e.g. blurriness, sun flickering, changes in color) that affect the
performance of common feature detectors and descriptors.

We performed an in-depth analysis based on collected datasets in different environments
and situations that provide favorable outcomes concerning the performance of the sets detec-
tor/descriptor that, to the best of our knowledge, have not been documented. The descriptors
are evaluated on consecutive frames and in situations where the robot re-observes the same area
to recreate vSLAM conditions.

The results characterize which elements in the underwater scenarios show extractable features
and the robustness of the descriptors towards vSLAM. Additionally, datasets that show low
performance for the detectors/extractors are processed through enhancement algorithms and

compared.



1.2. THESIS OVERVIEW

1.2.5 Chapter 6: ORB-SLAM Application in Underwater Environ-

ments

The last chapter of this dissertation presents an application of ORB-SLAM to the datasets
collected in the previous chapter, evaluates its performance, points out the scenarios where the
algorithm does and does not performs adequately, and suggests possible enhancements.

ORB-SLAM is based on ORB features which showed one of the best responses regarding the
numbers of inliers detected in consecutive frames and reduced computational time at processing
showed in Chapter 5. It uses bundle adjustment for optimizing the map which is composed of a

cloud of points.






Chapter 2

Underwater Robots for Scientific
Research: Implementation of an

ROV-based acquisition system

This chapter addresses the application of underwater robots in scientific research from the
design and implementation of a ROV-based acquisition system. It is designed to extend the
capabilities of water quality monitoring and fishing gear surveys of Peruvian governmental
research institutes related to the analysis and preservation of Peruvian water resources, such as
rivers, lakes, and oceans. The robotic platform presented in this work, integrates an underwater
video camera, a multi-parameter probe for water quality analysis, which measures parameters
such as conductivity, temperature, depth, dissolved oxygen, salinity, pH and turbidity; and an
array of three hydrophones to measure underwater noise and its direction. The versatility of an
underwater vehicle is exploited by centralizing data acquisition and logging in a single flexible
platform. Preliminary results of the ROV under controlled conditions for data acquisition tests,
field tests in the open sea for navigation and its application in a scallop farm at the Peruvian

National Park of Paracas are presented and discussed in this work.

2.1 Introduction

Water is a vital delicate resource for humanity. Either directly, such as for drinking water,
energy generation, irrigation; or indirectly through the species and ecosystems dependent upon

it. It is crucial for the sustainability of the planet to maintain its water resources alongside

11



CHAPTER 2. UNDERWATER ROBOTS FOR SCIENTIFIC RESEARCH:
IMPLEMENTATION OF AN ROV-BASED ACQUISITION SYSTEM

natural phenomena and anthropogenic activities. Water pollution including litter |7], debris [§],
chemicals [9] and noise [10] can negatively alter underwater environments; therefore, the
development of mechanisms for water quality monitoring is a critical aspect in the conservation
process. Recent advances in underwater parameters instrumentation [11] and robotics allow the
development of marine acquisition systems based on robots [12].

Nowadays, the development of underwater vehicles and robots for oceanographic and environ-
mental analysis has become widespread among academic, public and private institutions. These
types of robotic platforms are able to perform long-term operations, acquiring geo-referenced
data and navigation maneuverability |11, 13|. In this context, underwater vehicles, such as
ROVs (Remotely Operated Vehicles), AUVs (Autonomous Underwater Vehicles) and gliders are
included as part of the instruments and equipment for field tests and data recollection [12, 14,
15]. These surveys allow the evaluation of marine areas where operations would otherwise be
difficult for humans [16] such as the harsh environments of rivers, lakes and oceans, or in studies
where conditions are threatening, particularly where water is polluted with solid waste [17],
chemical waste [18] and underwater noise [19, 20| from anthropogenic and industrial activities.
Common underwater sensors to evaluate these types of scenarios include imaging sensors [21],
multi-parameter probes [14], and acoustic sensors [11]. Imaging sensors, such as cameras and side
scan sonars, are used for visual inspections and mapping [8]. Underwater probes contain an array
of sensors for measuring physical and chemical properties to evaluate the quality of the water
environment in terms of pollutants and conditions for marine life sustainability [22]. Finally,
hydrophones measure underwater noise, which is usually generated by machinery, explosives
and the use of airguns in seismic inspections, and affects mostly marine mammals [10].

Underwater video allows direct observation of a target, and it is used for inspection operations
such as visualization of fishing activities, marine flora, solid wastes, and others |23, 24]. Chemical
and physical parameters are usually measured by Conductivity—Temperature—Depth profilers
(CTDs) probes in oceanographic surveys [25]. Additional parameters, such as dissolved oxygen
and pH [26] are also measured by special probes. Other specific analyses are performed in a
laboratory through the collection of water samples in bottles [27]. As for underwater noise,
it is measured by deploying arrays of hydrophones |28]. The intensity in time and spectral
characteristics are used to determine acoustic signals in order to model certain underwater
phenomena|29]. Localization of the source can be obtained by triangulation methods, according
to the hydrophones array [30].

We present the design, implementation and preliminary tests of a Remotely Operated
Vehicle (ROV) for water quality measurement which integrates three types of measuring
technologies: visual imaging, water quality parameters, and underwater noise. The imagery is

obtained through a video camera, while the water quality parameters (conductivity, temperature,

12



2.2. WATER RESOURCES SURVEYS IN PERU AND METHODS

depth, dissolved oxygen, salinity, pH and turbidity) are measured with a configurable six channel
multi-parameter probe. The underwater noise is measured with an array of three hydrophones.
The designed ROV is intended to be a research platform for educational institutions and a
measurement tool for the Peruvian governmental research and conservation institutes in water
resources, such as the Instituto del Mar del Pera (IMARPE), and the Servicio Nacional de
Areas Naturales Protegidas por el Estado (SERNANP).

The robotic platform presented in this document has been designed according to the
technical requirements of the institutions described above towards the integration of different
methodologies. The preliminary results of the ROV’s data acquisition system under controlled
conditions, field tests in open sea for navigation, and its application in a scallop farm at the
Peruvian National Park of Paracas are presented.

This chapter is organized as follows. In Section 2.2, a brief review of the current state of
water resource surveys made in Peru is described. Section 2.3 presents the description of the
vehicle, its design and implementation. In Section 2.4, the evaluation of the integrated system in
a controlled environment and in open sea are presented. Finally, in Section 2.5, the conclusions

and future work for the robotic platform are discussed.

2.2 Water Resources Surveys in Peru and Methods

In Peru, the IMARPE is the national governmental institution oriented to the scientific
research and study of the Peruvian sea and its hydric resources to advise the central government
on the topics of fishery and marine life conservation. Its scope covers fishing gears technologies,
oceanography and climate change, aquaculture and, pelagic and demersal fish studies. This
section focuses on the chores in which underwater vehicles can be suitable for operations such
as fishing gear performance—monitoring through direct observation; oceanography and water
quality—through data acquisition from sensors; and underwater noise used for environmental

studies.

2.2.1 Fishing Gear

Fishery is one of the most important economic activities in Peru. The most important
marine resource, which is the target of local research, is the Peruvian Anchoveta (Engraulis
ringens), a part of the anchovy family. Anchoveta are often found at a depth of 50m up to
150m and are caught via surrounding nets [31]. Other essential fishery resources are the jurel
(Trachurus murphyi) and the Peruvian Merluza (Merluccius gayi peruanus) which are mostly

caught through trawls [32]. Hook lines and modified versions of them are also used in the
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Peruvian sea, especially for capturing giant squid (Dosidicus gigas); some species of mollusks
and crustaceans are also gathered by pots and traps [33]. Additionally, aquaculture of the
Peruvian scallop along with shrimps and river fish is a growing industry in the country [34].

One of the goals of the fishery, besides being efficient and cost-effective, is to be selective
of the target species—which is fundamental for the sustainability of this activity. Another
factor of concern is the effect of the fishing gear upon the habitat of the captured species by the
destruction of the sea bottom, contamination from discards and ghost-fishing (lost or abandoned
fishing gear that continues to capture species) [32].

Surrounding nets, hook lines, trawls, pots, and traps are studied by the IMARPE to
characterize their behavior and selectivity. The surveys involve temperature, depth, bathymetry,
motion sensors and video, followed by biological dissection of the caught [33, 35].

Video cameras have been used in [36] in a survey to study the impact of ghost fishing

(Fig. 2.1). Other studies using video cameras are presented in |7, 8, 37].

Figure 2.1: Ghost fishing video footage — Ancon,Peru
Courtesy of IMARPE

2.2.2 Oceanography and Water Quality

Physical and chemical properties of the water are part of the characterization of the environ-
ment of biological resources as well as human activities. Its findings are applied in fishing and
climate change including the ‘El Nino’ phenomenon as well as water quality for sustainability
and human health.

Sensor readings from research cruises are important for creating oceanographic maps [38|.
Temperature, partially dissolved CO2, oxygen, salinity, chlorophyll, and pH are usually monitored
to characterize a region or phenomena [39].

Depending on the intensity of ‘El Nino’, it can develop into heavy rainfalls, causing avalanches
and mudslides as well as variations in water properties affecting the biodiversity [40]. To charac-

terize its intensity, vertical temperature profiles, salinity and water samples are analyzed [41].
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Water quality surveys are performed in different regions either for being ecosystems of interest
or areas susceptible to contamination. The data is gathered from geo-referenced stations through
CTDs and sample bottles for posterior laboratory analysis (salinity, pH and nutrients) [42].
Sometimes, a diver acquires the temperature of the bottom and collects samples of the sediment
for organic material, carbonates, and pH analysis [27].

Around the world CTD probes are generally used to measure water parameters and their
capabilities can be extended for large areas when mounted in small ships or gliders [14]. Besides
cyclic phenomenon as El Nino, other recent arising phenomena such as global climate change,
ocean acidification and littering are reflected in oceanographic parameters [43]. For instance, air
pollution due to anthropogenic emissions of CO2 is exhibited in acidification of water resources

presented as decreases in pH [26].

2.2.3 Underwater Noise

In general, underwater noise pollution comes from ships, underwater engines, explosives,
and airguns. Any kind of energy produced in underwater scenarios affects the environment [43].
Marine species of fishes, cetacea, turtles, and their ecosystems can be adversely affected [19].
Airguns, used seismic prospecting, can emit intense acoustic waves in the search for resources in
the oil and gas industry [10].

By measuring underwater noise, it is possible to register and measure the effects of activities
that can affect the underwater environment. Shore constructions, oil station activities, boats,
oil prospection and specific fishing gear can generate underwater noise in a variety of intensities
and spread over long distances, affecting and altering marine wildlife species. For this reason,
it is of particular interest for Peruvian institutions to recognize and measure noise generating
activities such as the use of sounding devices in artisanal fisheries |44, 45|, explosives in illegal
fishing [29-31, 46], and seismic prospecting [47-49].

2.3 Vehicle Description

The robotic platform is designed as a ROV to work in the surveys described in Section 2.2.
Therefore, a multiparameter probe and an array of hydrophones, besides a standard camera,
are considered as the scientific instrumentation payload. The concept of the platform is to be
flexible and to be able to log combined data.

The ROV is connected to a computer on a vessel through a 120m tether. AC current
and communication travels through the multicore tether. It allows a considerable bandwidth

to stream large amounts of data, including video, sampled signals in real-time and control
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commands from an operator in the surface. The external structure is made of High-Density
Polyethylene (HDPE) which is resistant to corrosion and makes it possible to work in fresh
and sea water. It includes two handles at the top of the side panels () to simplify launching
and recovering. The centerpiece is conformed by two parallel plates that support thrusters,
buoys, sensors and two cylinders containing the electronic components. There are bolts on the
top of the central plate to attach the buoys which compensate the buoyancy of the ROV. The
dimensions are 0.75 (L) x 0.6 (W) x 0.55 (H)m with a weight in air of 50 Kg as seen in Table 2.1.

Table 2.1: ROV overview

Overview

Weight 50 Kg

Size 0.75 m x 0.6 m x 0.55 m
(Lx W x H)

DOF 4 (surge, heave, yaw, roll)

Max Depth 100 m

Power AC Electric

Actuators

Thrusters 6 (4 horizontal, 2 vertical)

Lights 2

Sensors

Cameras 1

Navigation IMU, GPS, depth sensor

Others Multiparameter probe, 3

hydrophones

The ROV has six 400HFS-L brushless thrusters, four mounted in horizontal position, and
two, in a vertical position. The thrusters are placed symmetrically and the propellers are counter
rotating to compensate the angular momentum (black and gold propellers in Fig. 2.3 (b)).
This configuration provides five degrees of freedom to the ROV to be used: forward/backward,
up/down, pitch, roll, and yaw. An exploded view of the ROV is shown in Fig. 2.4 where the
position of the probe and the hydrophones can be observed.

Fig. 2.2 shows the 3D model of the ROV assembly (a), the external structure (b) and
the main compartment for the electronics (c), which comes with underwater connectors. The
electronic components are contained in two waterproof cylinders with underwater connectors for
the devices mounted in the ROV structure Fig. 2.3 and Fig. 2.5. The multiparameter probe
and the hydrophones can be mounted and dismounted easily from the ROV since they have
independent connectors and mounting brackets. The main compartment contains the camera; a

control board, based on a BeagleBone Black embedded computer and an expansion board to
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control the Light-Emitting Diode (LED) lights, and the hydrophones amplifier that connects to
the controller analog channels. The secondary compartment contains the thruster drivers, power
regulators for the electronics and the thrusters and a tether interface that allows interconnection
of two computers over a wired Ethernet network above 120m. The detailed drawings of the

ROV frame and a comprehensive connection diagram can be seen in Appendix A.

(a) ROV assembly model (b) ROV frame (¢) Main compartment

Figure 2.2: ROV Assembly parts

The BeagleBone Black is a general purpose Linux computer with a 1GHz Articulated Robot
Motion (ARM) processor, which is also used as a data logger and communicates with an external
computer, in the surface, for the robot’s operation. The video stream, the probe data, and the
signal from the hydrophones are stored along with the information of the ROV’s heading and
depth given by an IMU and the multiprobe’s depth sensor.

2.3.1 Interface and Control

The embedded computer inside the ROV hosts a web server to monitor, control and download
the logged data. The video is streamed online through an Ethernet connection to the external
PC. The interface, which shows the streaming video along with the monitored parameters
can be loaded from a web browser Fig. 2.6. The heading and depth are also displayed to
provide information to the operator. Different bar indicators show the status of the power of
the thrusters and the light intensity.

Regarding the ROV control, a gamepad is connected to the external computer. The analog
sticks are used to proportionally control the power of the thrusters. The buttons allow to operate
the LEDs and operate simple custom programs such as surfacing. The final integration of the

robot can be seen in Fig. 2.7.
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Figure 2.3: ROV components
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Figure 2.4: ROV exploded view — components

Figure 2.5: Connection diagram of the ROV
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CALIBRACION

Figure 2.7: ROV assembled

2.3.2 Multiparameter Probe

The water quality sensors were selected according to the requirements of the IMARPE to
include common parameters for a general overview of water conditions. In this regard, the
parameters selected for the probe were: temperature, dissolved oxygen, specific conductance,

salinity, pH, depth, and turbidity. The specifications of the selected multiprobe are presented in
Table 2.2.

2.3.3 Hydrophones

The hydrophones were selected according to their bandwidth, sensitivity, and frequency
response. Underwater noise from engines, one of the most common sources of underwater noise,
is mostly propagated in low frequencies. As it is of interest to perform studies on mammal,

such as dolphins, which use higher frequencies for communication, the hydrophones required
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Table 2.2: Multi-parameter probe sensors

Item Specification

Temperature -5 to 50°C
Dissolved Oxygen 0 to 50 mg/1
Specific Conductance 0 to 100 mS/cm

Salinity 0 to 70 Practical Salinity Scale (PSS)

pH 0 to 14 units

Depth 0 to 100m

Turbidity 0 to 3000 Nephelometric Turbidity Units (NTU)

bandwidth from 1 to 170 KHz. The selected hydrophone specifications are shown in Table 2.3.

Table 2.3: Hydrophone and amplifier parameters

Item Specification

Usable Frequency Range 1Hz to 170KHz

Receiving Sensitivity -211 dB =+ 3dB re 1V /uPa
Operating Depth 700 m

Custom Hydrophone Amplifier

Adjustable gain Up to 60 dB
Low pass filter None, 0.1KHz or 30 KHz
High pass filter None, 0.1Hz or 10 Hz

Digital sampling frequency per channel Up to 1MHz

The output is in low powered voltage sensitive to noise; therefore, it has to be conditioned
(amplified and filtered). A custom-made configurable conditioning electronic board with serial
communication is used for this purpose. The parameters are set by the embedded computer
before logging. Gain can be set up to 60 dB, and there are fixed filters for configuring the board:
0.1 or 10 Hz high-pass filters and 100Hz or 30 KHz low-pass filters. The amplifier is designed
with two amplifications steps before the Programmable Gain Amplifier (PGA) with a total gain
of 13db to assure a signal in the order of millivolts. Fig. 2.8 shows the block diagram of the

custom hydrophone amplifier where the selectors for filters and gain are observed within the
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digitalization process.

High-Pass Low-Pass

Filter Filter
0.1 Hz 0.1 KHz
Digital Signal
@-—-» Pre-Amplifier |—{ Amplifer [ PGA »{ MUX MUX ADC  |——p
Hydrohpone High-Pass ‘ Low-Pass
Filter Filter

10 Hz 30 KHz

High Pass Low Pass
Filter Selector Filter Selector

Gain Selector

Figure 2.8: Block diagram of hydrophone amplifier

2.4 Preliminary Tests

2.4.1 Indoor Tests

The ROV sensors acquisition was tested in a 3m diameter pool and 1.5m depth. The interface
and logging were tested to record data of the multiparameter probe and the three hydrophones.

The setup for the multi-parameter probe is due to test the communication between the
probe, the ROV and the online visualization of data. The probe is placed in a six liter container
with freshwater where substances such as chlorine and bottled orange juice are added to alter
the parameters. The results of the variations are shown in Fig. 2.9. The normal conditions
of freshwater and chlorine are logged for the first 20 seconds. Clearwater has a turbidity of 0,
temperature of 20°C and neutral pH. Then 300ml of cold orange juice is added at the time of 21
seconds, where, as expected the transition is clearly notable with a regular drop in acidity (from
7.58 units to 4.55 units), a high rise in turbidity (from 0 NTU to 70.9 NTU), a small decrease
in dissolved oxygen (from 104.6% to 101.7% of saturation) and a small increase of salinity (from
0.17PSS to 0.26PSS).

The hydrophones were mounted in a triangular array on the ROV with the thrusters switched
off to avoid additional noise. The test consisted of monitoring the acoustic signal of a small
spherical object dropped in the pool at 1m distance from the array. There is one hydrophone
(CH1) closer to the object, and the other two are symmetrically distributed behind the front
hydrophone.

Fig. 2.10 shows the result of the test sampled at 1IMHz by the ROV, as expected CH1 is
first stimulated followed by CH2 and CH3 which react almost in synchronization, phase around
2ms and 2.5ms. The peaks of pressures are around 120Pa, the chart shows the compression

and expansion of the medium caused by the object.
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Figure 2.10: Hydrophone array test
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2.4.2 Field Test

To evaluate the navigation capabilities of the ROV, the robot was tested in the open sea.
The environment chosen for the assessment was the National Reserve of Paracas, located in
the department of Ica at the South of Peru. This national reserve, rich with marine resources,
provided clear water free of marine traffic to perform the navigation tests, acquire water quality
parameters and capture images and video from the underwater camera.

Fig. 2.11 shows the procedure execution of the field test. The ROV’s buoyancy was adjusted
to achieve a slightly positive buoyancy in water, which could be reached simply thanks to the
removable buoys.

(c) ROV deployment (d) ROV operation

Figure 2.11: Experiment execution

Researchers of SERNANP guided the team to a shallow area next to the town of Paracas.
The ROV was operated from a boat at around 2.6Km from the shore in open sea. The area
was populated by a significant number of scallops, and it was of interest for this institution
to perform monitoring of these marine species. Illumination and turbidity in this zone were
favorable to perform video recording. Fig. 2.12 shows two screenshots of the ROV interface

when exploring the scallops area and surrounding areas with the presence of algae.
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Figure 2.12: Operation screenshots

2.5 Chapter Summary

In this chapter, we have reviewed some of the instrumentation and the surveys performed by
the IMARPE in fishery and conservation studies which has been the base of the implementation
of a ROV-based acquisition with capabilities of video capturing, water quality parameters
measurements and underwater noise measurements.

The ROV platform, the multiparameter probe, and the hydrophones were successfully tested
at this stage. The results of preliminary tests of the system show promising applications of the
ROV in conservation and environmental studies, as shown during the evaluation of the platform
in a real application of species monitoring by the SERNANP research group.

The future work with this robot consists in the proper calibration and evaluation of the
sensors by specialists in underwater chemical parameters and acoustic. Additionally, we will
propose this platform to institutions such as the IMARPE and SERNANP for fieldworks as a

complement to their instrumentation.
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Chapter 3

Hardware and Software Framework for
Mobile Robots Applicable to Underwater
Vehicles

Mobile robots development usually includes the use of controllers, hardware and software
interfaces for sensors and actuators, and a simulation environment. Nowadays, many off-the-
shelf products can be integrated to deliver a combined framework to meet the developers’
need. Sometimes there are gaps in the integration that requires hardware adaptations or
software plugins to fully incorporate the frameworks which is time-consuming. We present a
comprehensive framework for mobile robots development based on the Eyebot7 10 Board [50], a
low-cost expansion board that interfaces with sensors and actuators. It includes an Application
Programming Interface (API), Robot Operating System (ROS) integration and a simulation
environment for wheeled and underwater robots. Evaluation of the controller through simulations
and real robot tests are shown. Finally, the framework is applied to the upgrade of two underwater

robots.

3.1 Introduction

Mobile robots are based on the integration of sensors, actuators and a controller through
hardware and software interfaces that allows the development of algorithms to control the robot.
Ultimately, it is desirable a simulation environment for testing control algorithms before the

actual deployment of the robot in a real scenario. Control system structures defined in different
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layers are commonly used in robotics [51, 52]. These structures allow us to define low-level
layers in charge of handling sensors, actuators, signal conditioning and filtering, in addition to
other tasks that communicate to higher levels responsible for control and monitoring [53]. These
low-level layers can be software or separate hardware that communicates to a higher layer.

There are different commercial-off-the-shelf expansion boards compatible with standard
controllers that allow interfacing sensors and actuators. These interfaces range from simple
on-off transistors, relays, analog to digital converters and motor drivers to embedded controllers
for vehicle speed control and navigation [54]. Typical expansion boards for robotics offer
servomotors control, Pulse Width Modulation (PWM) signal generation, analog/digital inputs
and outputs such as Pi-Plates [55], RoboP1i [56], IOIO Board [57]. More advanced boards offer
autopilot and path planning such as the Pixhawk [58] which is capable of driving robots through
waypoints using Global Positioning System (GPS) coordinates and an Inertial Measurement
Unit (IMU).

The integration of different technologies sometimes requires hardware adaptations such as
little interface boards for signal conditioning and motor drivers, or software plugins and libraries
to interface with boards, Robot Operating System (ROS) or to a simulation system. Therefore,
we present a fully mobile robot framework based on a low-level interface board, the Eyebot7 10,
which includes serial communication, a C language Application Programming Interface (API),
ROS integration, and a simulation environment. The Eyebot7 10O is a low-cost general purpose
Input/Output board based on a microcontroller which interfaces with digital and analog sensors
and provides PWM control signals to servo motors. It provides four motor drivers for small
DC motors and a motion controller for differential drive Wheeled Mobile Robot (WMR). A
comparison of common expansion boards including the proposed one is presented in Table 3.1.

In the second part of this section different parts of a mobile robot framework are explained.
In Section 3.2, the hardware as well as motion controller are presented. The different layers to
interface to the Eyebot 7 IO as well as the simulator are explained in Section. 3.8 and Section 3.4.
The tests of the controllers algorithms and the implementation of two underwater robots are

given in Section 3.5 and Section 3.6. Finally, the conclusions are presented in Section 3.7.

3.1.1 Related Work

Expansion Boards for Robotics Applications

A common minicomputer used in robotics is the Raspberry Pi (RPi) for which custom boards
have been designed such as Pi-Plates [55] and RoboPi|56]. They offer a family of extension
boards stackable onto the RPi offering dedicated 10 for data acquisition and control. The
MOTORplate from Pi-Plates is specific to drive motors, handling DC and stepper motors.
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Table 3.1: Expansion boards for robotics applications comparison

Concept Eyebot7 IO PIXHAWK PX4 I0IO Pi-Plates MO- RoboPi
TORplate
Main communication USB USB USB/ Bluetooth 2 GPIO 12C
GPIO 16 1/0O 5 48 I/0 8 inputs 24
Internal Sensors - accel, gyro, magne- - - -
tometer, barometer
DC Motors 8 PWM, 4 Motors 14 PWM 9 PWM 4 Motors 0
Motor current (A) 1 - - 1.2 0
Encoders 4 Quad - 6 Pulse Input 4 Single 8 Pulse Input
Control functions PID speed control, Geo positioning mis- - Open loop 0
VW navigation con- sion planner. Point
trol to point navigation
Servos/ ESC 14 14 - 0 24
Stepper motors 0 - - 2 0
Analog inputs 22 2 16 0 8
V input 5-15VDC 5VDC 5VDC 5-15VDC 5 VDC
Firmware upgradable Yes Yes Yes Yes Yes
Control libraries C++ C++, Python, ROS C/ Python Python -
Others Battery level moni- 5 UART, 12C, GPIO, PWM, I2C, 1 LED, stackable up 0
toring, microhpone, SPI, 2 CAN, RC. SPI, UART, Input to 8 boards, 8 core
4 LEDs Piezo audio. Con- capture, Capacitive 32 bit RISC MCU @
trol adaptable to sensing 100Mhz
common robots
Approx. Price (USD $§) 40 100 - 250 40 40 55

Another common platform for designing robot applications are Android phones for which
USB-OTG and Bluetooth communication are exploited in the IOIO Board [57]. This board is
basically a breakout board of a PIC microcontroller offering 48 1/0O pins, 9 of which are PWM
capable, 6 pulse input (suitable for encoder or RC input signals) and 16 are ADC.

The Pixhawk [58] is one of the most popular controllers for robotics, it uses PID controllers for
stabilization and navigation with applications in robot cars, boats, copters and underwater robots.
Its main focus is to drive brushless motors and servos to match different robot configurations.
In the case of brushless motors, it needs external Electronic Speed Controller (ESC). It has a
computer interface to configure the board to a specific robot to drive it manually or autonomously
through waypoints.

PID controllers are broadly used for motion control [59], in more sophisticated controllers
we can still find PID controllers with variations of fuzzy logic for path planning [60]|, fuzzy logic

for self-tuning parameter [61| and other variations [62].

ROS

ROS is an open source robot operating system which offers a structured communication
layer on top of the host operating system and allows different processes to publish (output
data, stream) or subscribe (input data, read) to topics. Processes are called ‘nodes’ in ROS
nomenclature, they can be developed to abstract hardware into ROS, to process data or

control [63]. It is modular, flexible and encourages the reuse of code in the community such as
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in hardware abstractions for common sensors. For example, an IMU which has its own protocol,
set of settings and parameters, is abstracted as a node which publishes the heading of a robot,
which another node can subscribe to it and use it in a control loop. Both nodes are independent
and can be interchanged for other nodes.

ROS has become an emerging standard in robot platforms. It has been used in a variety
of applications including mobile robots cars and underwater ROVs and AUVs [64-67]. The
original paper presenting ROS [63] has more than 4,500 citations, according to Google Scholar
2018-02-12, which is a indicative of its popularity nowadays.

Mobile Robots Simulators

There is a large amount of robotics simulators for mobile robots such as Gazebo [68],
ArgOS [69], Webots [70] and ROS+Rviz [63]. In the case of underwater robots, there are some
exclusive simulators such as UWsim [71], Subsim [72], and MarineSIM [73], other general purpose
simulators such as Gazebo include plugins to extend its capabilities to simulate underwater
robots.

Physics and graphics engines are commonly used to provide the functionality and visualization
to the simulators. As an example Gazebo incorporates ODE [74], which provides models for
rigid bodies dynamics including collision detection, mass and rotational functions desired in
mobile robots [75]; and OpenGL Utility Toolkit (GLUT) (OpenGL Utility Toolkit), as well as
OGRE [76], for visualization, which renders the robots, the scenario, and the objects. Another
exploited alternative for mobile robot simulation is the use of game engines. This also includes
physics, rendering, and other engines to develop virtual scenarios [77].

Virtual sensors and actuators are added in libraries which contain the models to interact
with the objects and the scenario. The actuators give motion to the bodies, and the physics
engine handles its interaction with the environment. Sensors abstract the simulation scenario

through a particular model to provide simulated readings.

3.2 Eyebot7 10 Board Structure and Motion Controller

The board design is based on common needs for robotics applications and the boards available
in the market such as the boards mentioned in Section 3.1. One of the main objectives of the
board is to create a simple command set to communicate with a computer. Another important
aspect is the need to have inbuilt algorithms to drive a two-wheeled differential drive car since

these robots are broadly used in academia, research, and industry.
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3.2.1 Hardware Overview

The Eyebot 10 is designed around the Atmel ATxmegal28A1U microcontroller. It also
provides polyfuse protection, multi-voltage input supply, 5 volts software controlled output (ideal
to powering a mini computer), a microphone, 4 full H-bridge motor controllers, and jumpers to

select the voltages for the DC motors and servos. A block diagram is shown in Fig. 3.1.

3.2.2 Motion Controller

The board has three inbuilt functions for controlling a set of motors based on the feedback of
encoder sensors on each motor. The functions are independent motor velocity controller; velocity-
omega (v-w) controller, for controlling a differential drive WMR and; a position controller, that

allows a WMR to drive straight, turn and curve for a defined distance or angle.

PID Velocity Controller

Each motor has an independent velocity controller based on the readings from the quadrature
encoders. The PWM control signal for the motor is calculated in Eq.3.1. Each of the PID
parameters is configurable via command set. The error corresponds to the difference between
the current velocity and the desired velocity, erroryg is the previous error and, erroryqs , the

predecessor.

PWM = PW M4+ Kp* ((error — erroryq)+
Kix (error + erroryq)/2+ (3.1)

Kd x (error — 2 x erroryq + erroryas)

v-w Controller: Design and Simulation

A natural approach to control a wheeled differential drive car is to tackle the problem from
the velocity (v) and angular velocity (w) of the vehicle instead of analyzing each wheel speed
independently.

In Fig. 3.2 (a) a robot model is shown where r is the wheel radius and L, the distances
between wheels. The kinematics and dynamics for control purposes of these cars have been
broadly explored such as in [53|. In [78] the v-w model is deducted having the independent wheel
speeds v; and v, based on the desired v and w of the vehicle. In Fig. 3.2 (b) an Autonomous
Underwater Vehicle (AUV) with similar configuration is shown.

2¥xv—wx L

v = T (32)
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Figure 3.1: Eyebot7 10 Overview
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The PID speed controller can be used independently for v; and v, for driving the car and
maintain the desired speed for each wheel. Additionally, a v-w controller is defined to control a
differential drive robot using v and w as inputs and the PWM signals for each wheel as outputs
as shown in Fig. 3.3. Where there is a desired v as an input to the controller the W is
calculated as (Wypa * V/Vgoar) — w. Otherwise, it is calculated as wyoq — w as in the case of the
linear velocity.

For simulating the controller, a simplified parametric model of a WMR for v and w is
used [79]. The parameters are obtained using the MATLAB system identification toolbox

for different combinations of PWMs for the drive straight, curve and turn commands. The

33



CHAPTER 3. HARDWARE AND SOFTWARE FRAMEWORK FOR MOBILE
ROBOTS

comparison between the real robot behavior and the identified model is shown in Fig. 3.4.
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Figure 3.4: Identified model simulation and measured data from a real WMR car

Then, the v —w controller is tuned and simulated for desired velocities and angular velocities.
The results are shown in Fig. 3.5 for driving straight, turning and curving. The control signals
(PWMs) are also displayed.

Driving Functions

In order to be able to drive the robot from a high-level interface three driving functions are
defined: Drive straight, with cruise velocity and desired distance as inputs; Drive turn, with
cruise angular velocity and desired rotation angle as inputs and; Drive curve, with a curvature
radius R, the length of the arc [ and linear cruise velocity as inputs.

The Eyebot7 IO implements a velocity profile controller as shown in Fig. 3.6 in order to
generate the desired speeds for the v-w Controller to reach the desired distance, angle or arc [78].
Simple navigation planning is implemented through a velocity profile [80]. There are four stages:
A, where a constant acceleration is defined until it reaches the desired cruise velocity; V, where
the robot is driven at a constant velocity; D, where the robot starts decelerating linearly and; S,
where the robot performs a damped deceleration to not overshoot.

A simplified explanation of the code for linear velocity is shown in Fig. 3.7. v__curr__goal
is the output of the navigation planner and it sets the references to the v — w controller. The
inputs are v_ drive goal (linear distance to drive) and v_goal (cruise velocity). The feedback

is provided by v_is (current velocity) and v_ driven (distance traveled). decel v and accel v
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Figure 3.5: Simulation of the v — w controller

are the deceleration and acceleration constants. It worth mentioning that the controller is
executed at 100Hz. Therefore, the constants are scaled to it. The code predicts the deceleration
of the robot by integrating the current velocity and comparing this with the current state to
set the goal. When the robot is decelerating and the predicted deceleration does not meet the

expected result, a forced decelerating is applied.

v

VvV cruise t

Figure 3.6: Velocity profile applied to v and w

Similar to the v-w Controller, the wyo is a function of the vgoq and veyrrens. For the first
two driving functions, the parameters are parsed directly to the controller. In the case of Drive

curve function, the relationship (v = w % R) is exploited in order to generate the set of v and w
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if (v_is*xv_is/(200 x decel v)+v_driven —v_drive goal >= 0) then
decel _v_bool = 1; {Decelerating ramp}
v_curr__goal+ = —decel _wv;

else if decel v bool then
v_curr_goal+ = —1/100xv_is*v_is/(2* (v_drive_goal —v__driven)); {Force deceleration}

if v_curr goal —0.0001 < 0 then

v_curr_goal = 0.0001; {Minimum speed}
end if
else if v _goal —v_goal > 0 then
v_curr__goal+ = +accel _v; {Accelerating ramp}
else
v_curr_goal =v_goal; {Constant velocity achieved}
end if

Figure 3.7: Simplified code for the velocity section of the v — w controller

to accomplished the goal.
Other utilities of the v-w Controller include retrieving or setting the pose of the robot
via command, changing the PI constants of the controllers, querying the board if the driving

command has finished and how much distance is left to travel.

3.3 Interface: Command Set, API and ROS

The Eyebot7 10 can be commanded directly through an ASCII command set over a computer,

using a C library for control programs and a ROS node as shown in Fig. 3.8

3.3.1 Command Set

The board uses serial communication over USB in two modes: ASCII and binary. In the
first mode, commands and responses are in ASCII. Optionally, it also returns extra information
for making it easy to read and to debug possible errors. In the binary mode, the commands and
responses are in binary to reduce the communication bandwidth.

An example of the command set used in ASCII and binary modes is presented in Table 3.2.
In the table, the command 'm’ is used to set the desired % of PWM applied to a specific motor.
In a similar way, ‘s’ is for setting the desired angle (scaled from 0 to 255), and ‘e’ returns
the value of a counter associated to an encoder. The full list of commands can be found at

http://robotics.ee.uwa.edu.au/eyebot7/I07.html.
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Figure 3.8: Eyebot7 10 board interface

3.3.2 API

The API abstracts all the binary commands to be used as a high-level interface from a
controller such as a computer (Fig. 3.8). It is written in C language and is part of a set of
libraries to operate on a RPi with a Liquid Cristal Display (LCD) touchscreen for user operation.
Examples of the API commands are presented in Table 3.2. A complete description of the API
can be found at http://robotics.ee.uwa.edu.au/eyebot7/doxygen/html/

3.3.3 ROS Integration

The ROS integration is achieved by a package to interface the board with ROS Core. It
offers two classes, the Provider and Consumer which can communicate through standard ROS
messages (Fig. 3.8) an lets you to subscribe and unsubscribe from topics on run-time. The
library and package can be found at http://robotics.ee.uwa.edu.au/eyebot7/

In the development of a control algorithm on top of the ROS package, a Provider node and
a Controller node have to be created based on the classes presented above. Since the board is
able to receive commands and to stream data, the Provider node is subscribed to topics such as
Motor and Digital Write to receive commands, and it publishes data to topics such as Digital
read or Analog read. In a complementary way, the Controller node, publishes the commands

and is subscribed to read the streamed data.
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Table 3.2: Example of ASCII binary, API and ROS commands
ASCII

c Binary Command APl Command ROS Command
ommand
Motor
MOTORDriveRaw(1, Controller -
*
m 150 <m*><0x1><0x32> 50) setMotor(1, 50)
MOTORDriveRaw(1, Controller -
*
m1100  <m*><0x1><0x64> ,qq) setMotor(1, 100)
. Controller -
*
mi1o0 <m*><0x1><0x0> MOTORDriveRaw(1, 0) setMotor(L, 0)
Encoder
Controller -
*
el <e*><(0x1> ENCODERRead(1) getEncoder(1)
Servo
s1128 <s*><0x1><0x80> SERVOSetRaw (1, 12g) controller—

setServo(1,128)

Note: In binary Command each byte is represented by < >, and the * means the ASCII code for the
letter plus 128, which indicates to the board that it is a binary command and notan ASCI/ Command

3.4 Simulator

The proposed simulator for the Eyebot7 framework is the EyeSim VR ! which is based on the
game engine Unity [81]. It combines its predecessors EyeSim and Subsim in this new platform.

It is a multiple mobile robot simulator with VR functionality that allows experiments with
the same unchanged EyeBot programs that run on the real robots. EyeSim VR is capable of
simulating all significant features of the Eyebot 10, including servos and DC motors handling,
the v-w controller and analog distance sensors. Additionally, it offers a virtual video camera
and an LCD Output/Key Input.

Different scenarios such as a maze, a robot soccer field, and a pool have been already
integrated into the simulator providing flexibility to incorporate more environments. In the
same way, wheeled robots with sensors and a camera have also been modeled. Underwater
robots such as the MAKO and USAL (described in Section 3.6) are also part of the robot family.
In Fig. 3.9 the MAKO robot is simulated in a pool, it has a monocular camera displayed on an
LCD screen.

In Fig. 3.10 and Fig. 3.11 the results of a simulation of the MAKO are shown. The thrusters
are mapped to the "motors" output of the Eyebot7, and the robot is programmed to perform
different actions for five seconds and then stop for other five seconds. Following this pattern,
the robot is commanded to dive forward, backward, turn right, turn left, and to sink actuating

over the corresponding thrusters. In the beginning, the robot is placed closed to the bottom of

lhttp://robotics.ee.uwa.edu.au/eyesim/
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File Simulator Camera Environment Help »

\ EyeBot7

Figure 3.9: MAKO simulation on EyeSim VR

the pool, since it has a slightly positive buoyancy the robot buoys until its equilibrium reached
at time 10s (Zr). In "Forward" (time 15s - 20s) the orange plot (Yr) increases as expected,
and then the inertia of the robot keeps pushing it forward even after the thrust is applied, the
response is similar for "Backward" (time 25s - 30s). For "Turn right" (time 35s - 40s) and
"Turn left" (time 45s - 50s) the change is observed in the angle "Phi". For "Sink" the depth
(Zr) decreases while the thrust is applied and returns to its buoyant equilibrium after.

The simulator offers a realistic simulation of the motion of the robots and the interaction
between robots and objects/walls. Motion and sensor errors can be altered to introduce an error

function or noise can be added to make the simulation more realistic.

3.5 Experiments

The Eyebot7 10 is tested in a differential drive robot car to test the integration of the board
with external hardware such as sensors, actuators and its usage through a higher level controller.
These capabilities are common in any robotics application such as ground robots, drones and
underwater robots. Additionally, the robot allows testing the driving functions since each wheel

has a motor encoder attached.
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Figure 3.10: Trace of path followed by the MAKO (green line)
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Figure 3.11: MAKO simulation plot

The robot car is equiped with the Eyebot 7 I0 and a RPi 3 (stackable on the Eyeboy 7)
with a touchscreen display. The robot also has three Position Sensitive Device (PSD) sensors
to detect walls and obstacles, a servomotor to actuate a kicker and an electromagnet used to
catch small metallic objects. All the external hardware is connected to the Eyebot7 10, and it
is managed by the RPi 3. The experiments were carried out in a wooden coated surface, and

the wheels are made of rubber to minimize slippage.
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3.5.1 PID Controlled Wheel

One of the PID controlled wheels is tested in the car. The motor drives freely with no load
at different desired speeds and a load is then added at timed intervals. The results are shown in
Fig. 3.12 where references for 1000, 3000 and 5000 ticks per second are set. Applied load effect
can be seen as control signal bumps to control the speed.

The controller regulates the motor PWM as the control signal to the motor. Winding is also
considered in the controller limiting the output between -100 and 100 percentage of the duty
cycle for the PWM.

Speed (ticks/s)

time (s)

T

M M
b e

\
- ,F Caontrol signal

Control signal (% PWM)

time (s)

Figure 3.12: Speed PID Controller

3.5.2 Driving Test

A combined experiment is designed to test the driving functions of the v-w controller. The
Drive straight and Drive turn commands are used sequentially to draw a square path. Each of
them consists of driving 30 cm straight at a cruise speed of 10 cm/s and turning 90° left at an
angular cruise speed of 60°/s approximately (1 rad/s).

Fig. 3.13 shows the results of 12 tests which were obtained by logging the data of the robot’s
pose acquired through the encoders. It is important to note that the controller has stops bands
at +- 2 cm/s for the distance and 0.6° for the angle to avoid overshooting (and the need of
reversing to reach the desired goal) and to obtain a fast sequence of commands. It can be seen
that there is a shifting in the angle at around 1.5° in every full loop.

A detailed representation of the errors is shown in Fig. 3.14 as a Gaussian probabilistic

distribution function (pdf) obtained from the histogram. For the case of the distance error, the
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Figure 3.13: v-w square path test. 12 tests running subsequent commands to draw a square

pdf has a mu of -0.1473 ¢cm and a sigma equals to 1.2157 cm. In the case of the angle error, the
Gaussian is defined by mu = 0.1352° and sigma = 0.4706°.
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Figure 3.14: Error histograms for v — w controller test

A full loop analysis for the square path is shown in Fig. 3.15 where the PWM output for the
motors, as well as the v — w output (read from the encoders) and the angle phi are shown. It
can be seen four series of the commands Drive straight and Drive turn to complete the square.
When the car was driving forward, both motors tended to run at the same PWM, the small
offset is to balance the minimal constructive motor differences and electronics from the feedback
of v and w. In case of the turning, both motors rotated in opposite directions, but not with the
same magnitude. The phi angle tended to be constant for the driving forward sections and had

an overdamped behavior to reach the required angle.
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PWM (%)

Figure 3.15: v — w single loop analysis

3.6 Underwater Robots Implementation

The Robotics & Automation laboratory at the University of Western Australia has three
underwater robots for research purposes. The BlueROV2, from Blue Robotics, (Table 3.3) and
two AUVs designed at the laboratory, the USAL and the MAKO. The BlueROV2 uses a RPi 3
and a PIXHAWK board for navigation and sensors reading.

A RPi 3 and the Eyebot7 IO board were used to upgrade the two AUVs. Fig. 3.16 shows a
connection diagram for the USAL. The board drives a small pump motor which is connected
directly (M3), in case of higher power motors, the PWM signals generated are used to drive a
more powerful motor drive (M1, M2). The sensors are also connected to the expansion board, as

well as two servomotors. A camera and an IMU are connected directly to the main controller.

3.6.1 MAKO

The MAKO is an AUV based on two cylinders aligned vertically that contains most of the
electronics sealed in the top compartment, and the batteries in the bottom. This configuration
lowers the center of mass from the buoyancy center giving the robot high stability in water. The
electronics boards and batteries are placed on racks that slide into the cylinders to ease the
accessibility to the components.

The robot was built in 2004 and was upgraded with the motors and the hulls were replaced,
as well as the controllers. It has four thrusters symmetrically placed to perform surge and heave
linear motion, as well as pitch and yaw rotation.

It has 4 Ultra Sonic (US) facing the front, sides, and bottom for wall, floor or obstacle
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Table 3.3: Overview of BlueROV2 from Blue Robotics [82]

Overview

Weight 11 Kg

Size 0.46 m x 0.34 m x 0.25 m
(LxWxH)

DOF 5 (surge, heave, sway, yaw,
roll)

Max Depth 100 m

Power 270W LiPo Battery

Actuators

Thrusters 6 (4 vectored, 2 vertical)

Lights 2

Sensors

Cameras 1

Navigation IMU, depth sensor

detection. It has a pressure sensor that exploits the direct proportionality between the hydrostatic
pressure measured and depth in underwater environments. A paddle wheel encoder is used
as a velocity sensor. A GPS, which can be used while the robot is on the surface, and an
IMU, primarily used for orientation, are also included. A camera is located in the front looking
forward. Additionally, there is a USB camera in a housing that can be placed at other angles.

An overview of the technical details is shown in Table 3.4.

3.6.2 USAL

The USAL is a torpedo-shaped AUV rated for 15 m depth. It has a stern and heave motor
thrusters, a bow thruster (implemented by using a mini pump), and rudder, controlled by a
servo motor, for the motion. They allow it to move forward and backward, up and down, rotate
and surge in an left or right angle.

It has similar sensors as the MAKO, excluding the US echosounders. Instead, it uses the
PSDs as optical distance sensors, which work reasonably for distances lower than 50cm. A
camera is mounted in a bracket controlled by a servo for tilt rotation. Technical details of the
USAL are shown in Fig. 3.16,

3.6.3 ROS Integration

A ROS setup for the underwater robots is implemented through the ROS package described
in Section3.3. The setup is divided in two computers; the RPi, which is inside the robot, and an

external computer, which sends predefined commands to the robot and receives images when
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Figure 3.16: USAL electronic connection diagram using an Eyebot7 10 and a RPi

Table 3.4: MAKO AUV: Technical specifications overview

Overview

Weight 35Kg

Lenght 1.5m

Volume for electronics ~22000cm3

Stability High

DOF 4 (surge, heave, pitch,
yaw)

Battery 21 Ah

Actuators

Thrusters 4

Sensors

Camera 1 fixed position + 1 Op-
tional

Distance 4 US Echosounder

Depth Preasure sensor

Velocity Paddle wheel encoder

Heading/ Acceleration
On surface reference

IMU
GPS
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Table 3.5: USAL AUV: Technical specifications overview

Overview

Weight 9Kg

Lenght 0.7m

Volume for electronics ~8000cm3

Stability Low

DOF 2 (surge, heave) + surge-
yaw

Battery 7 Ah

Actuators

Thrusters 2

Servos 1

Others 1 Mini pump

Sensors

Camera 1 Tilt servo controller

Distance 3 IR, placed at the front

Depth Pressure sensor

Heading/ Acceleration IMU

On surface reference GPS

the robot is on the surface and connected to a wireless Local Area Network (LAN) (Fig. 3.17).

Four nodes are launched from the RPi on the underwater robot side: the Eyebot 10 Board
Provider; the Robot Controller, based on the consumer class; an IMU node, created from the
packages available in ROS; and a Camera node, which streams the images. On the remote PC
the nodes Display (for displaying the images from the robot) and Joy (for handling a joystick
to send instructions) are launched. The nodes publish messages into topics which are read by

the subscribers.

3.7 Chapter Summary

The Eyebot7 is a framework designed according to common tasks required in mobile robotics
from hardware integration to simulation. It provides an easy communication for debugging
and different packages for higher control levels through an API and a ROS package. The ROS
package takes it to a new level of interconnection by making it compatible with all other ROS
packages.

The simulator environment allows use of the same code as the real robots in the simulator,

which makes it easy for testing and developing. The Eyebot7 10 board control loops have been
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Figure 3.17: Example of ROS implementation for underwater robots

tested showing acceptable results and, additionally, can be tuned from the command line. The
driving controllers offer a straightforward interface which allows a user to start driving a car
with simple commands. All things considered, the Eyebot7 IO is a low cost and easy to use
tool that allows hobbyist or researchers the flexibility to integrate sensors and actuators to a

computer as the main controller.
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Chapter 4

Underwater Robot Simultaneous
Localization and Mapping (SLAM)

Frameworks

Localization and mapping are key elements in autonomous vehicles hence robots need to keep
track of their position and the environment to trace a path, navigate and avoid obstacles. In
the last few decades, different developments in underwater SLAM (Simultaneous Localization
and Mapping) have been achieved by three main approaches: Extended Kalman Filter SLAM
(EKF-SLAM), FastSLAM, and GraphSLAM. The foundations of these algorithms and their
application to underwater scenarios are discussed in this chapter. Furthermore, conventional
instrumentation that makes SLAM possible in these situations are also described. Simulation
results show how each approach improves localization and mapping for a robot compared to a

simple averaging estimation.

4.1 Introduction

Simultaneous Localization and Mapping (SLAM) is a challenging topic for autonomous
underwater vehicles (AUV) due to the limitations of subsea localization sensors and exteroceptive
sensors for mapping. In underwater scenarios, the use of global positioning systems such as
Global Positioning System (GPS) (Global Positioning System) is not possible without tethered
floats, since satellite signals are attenuated in underwater environments. Different onboard

sensors mounted in underwater vehicles are used instead to estimate an accurate location through
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data fusion.

The mapping process is performed by sensors capable of perceiving the surrounding environ-
ment. Acoustic ranging sensors and imagery from video cameras and acoustic sensors are used.
Features extraction, mostly based on image processing, and measurements of the surroundings
must be performed for an accurate SLAM.

This chapter is focused on SLAM fundamentals applied to underwater vehicles in marine
environments where structured and unstructured scenarios are presented. Different approaches
to exploiting scenario features through sensors have been reviewed. Section 4.2 presents
instrumentation used in underwater vehicles for localization and mapping. Section 4.3 reviews
three fundamentals of SLAM approaches. Section 4.4 implements and compares the approaches
reviewed and presents the latest developments in underwater scenarios. Finally, concluding

remarks are given in Section 4.5.

4.1.1 Formulation of the SLAM Problem

SLAM is formulated as the iterative process of localization and mapping under the intrinsic
dependency between both. A robot creates a map of the surroundings and localizes itself in it.
It takes advantage of a known location for building a map and estimating its position, having
an updated map.

Two models are defined: the motion model, which is used to estimate the location of the
robot based on navigation sensors, positioning sensors or motion control signals. And the
observation model, which is used to abstract the information of the environment through the
sensors’ perspective and extract significance features such as landmarks. Both models are
altered by noise, sensors drift and error accumulation over time [53|. To reduce the uncertainties
corrections are made based on the estimation and re-observation of landmarks and robot poses.

SLAM was originated in map building for robots in the early 1990s by Durrant-Whyte and
then presented in 1995 at the International Symposium on Robotics Research by Thrun [83].
Other research groups also worked on this topic, such as the Massachusetts Institute of Technology,
The University of Zaragoza and the Australian Centre for Field Robotics [84].

Notations

Across the chapter, the following notations are used:

e 1, — robot state vector (position and heading) at a time k
e u;— control vector to perform motion

e m; — landmark position matrix
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e 2, — observation matrix at time &

® 2z, — specific observation matrix of landmark b at time k

4.1.2 The SLAM Process

In Fig. 4.1 the SLAM process is shown for a 2D representation. There are two landmarks
visible for the robot, m; and m; First, the robot observes the two landmarks according to 2,
and zp;, then moves to z} given a u;. Note that x} is the estimated pose and z; the real one.
The robot makes a new observation from z; and re-observes the landmarks m; and m,; which
are now being observed through z;; and 2;,. Processing the estimated data from the robot
motion and the new observations, a new believe pose for the robot and the landmarks positions,

x] and my and m; (arrows number 4 and 5), are obtained [84].

Vehicle Features
Estimated C) 2\
me (2| A
Observations
Updates
- =

Figure 4.1: SLAM process: (1) Make Initial map zy. (2) Estimate location given uy. (3) Make
2nd map z; from X;. (4) Update location given z; (5) Update map
based on: Durrant-Whyte et al. [84]

The block diagram presented in Fig. 4.2, by Siegwart and Nourbakhsh in [53] shows the
estimation process of data fusion which is the core of SLAM solutions and is covered by state
estimation methods [85]. There are onboard localization sensors that include a wide variety of
transducers from which data can be combined. The observations in underwater environments are
mostly done by acoustic or video imagery sensors. The feature extraction process is responsible
for finding landmarks from the exteroceptive sensors. The final matching involves a data
association process, where features from the predicted and observed maps are matched to be
used later in the update of the map and localization. The features that do not match can be

either added as new features in the map, for subsequent iterations, or removed from the map.

o1



CHAPTER 4. UNDERWATER ROBOT SLAM FRAMEWORKS

Map
e e e B
) i
NlSasUrSiiant - i | Refine Feature Add New Remove Offensive |
Navigation Sensor | | Parameters Features Features .
: T A :
Y Position
Prediction of Estimate
Measurement @———Estimation - Fusion
and Position

nexpected

Predicted observations
L Observation?

Matching

Feature Extraction | Observation -
and Scan Matching [ Perception sensors

Figure 4.2: Block Diagram of the SLAM process
Redraw from [53]

There are different approaches for SLAM with the fundamental frameworks being Kalman
Filter [84]— particularly the Extended Kalman Filter (EKF)[86]—which can deal with nonlinear
models; FastSLAM [87]—which is based on Particle Filters (PF) and also EKF [88]; and
GraphSLAM [89]—which abstracts the sensor readings as constraints to build a node graph and

updates it iteratively.

4.2 Instrumentation for Underwater SLAM

4.2.1 Onboard Navigation Sensors

In underwater SLAM the localization update is given by onboard navigation sensors. Depend-
ing on the number of sensors, a prior stage for data fusion (based on EKF) can be used [90]. In
the integration of sensor readings, it is common to use the first read of the Attitude and Heading
Reference System (AHRS)—such as depth sensor and magnetometer—to then integrate Inertial
Measurement Units (IMU) readings—such as accelerometer and gyro—or dead-reckoning sensors.
AHRS give an accurate heading and reference to integrate the information of acceleration and

velocity to obtain an accurate localization estimate [86, 91].

52



4.2. INSTRUMENTATION FOR UNDERWATER SLAM

GPS

GPS on its own is unsuitable for underwater surveys, due to the attenuation of the signal
when going below the water surface. Even the use of differential GPS has a limited range
of around half a meter below the surface [92]. Despite this, it is still used to acquire a fixed
position to be able to be used later for dead reckoning (DR) and external sensors to estimate a
current position [93, 94]. Additionally, GPS is used to obtain position signals when the vehicle
navigates to the surface after a period of time, where it can update its position and reset the
accumulated errors from estimation [90]. Depending on the type of GPS technology, prices
range from hundreds of US dollars for a standard commercial GPS with an accuracy of around
10 meters, to thousands of US dollars for Differential GPS (DGPS) with post-processing with

accuracies of 0.3—2 meters to 0.02—0.25 meters.

Underwater Acoustic Positioning System

Acoustic positioning relies on the basics of measuring the time of flight (TOF) of acoustic
returns detected by a set of receivers. Different standard systems vary in the positioning of the
transponders (Fig. 4.3) such as Ultra Short Base Line (USBL) or Super Short Base Line (SSBL),
Short Base Line (SBL) and Long Base Line (LBL) followed by acoustic modem communication

and intelligent systems [95, 96] .

(a) SBL (b) USBL (¢c) LBL

Figure 4.3: Underwater Acoustic Positioning Systems
from: Paull et.al. [85]

Depth Sensor

Vertical positioning can easily be obtained by pressure sensors such as barometers. The
readings of barometric pressure follow the rule: 0.1MPa=10m depth, therefore a direct relation
can be used. Surface moving water can add noise to the readings; however, a low-pass filter is
enough to eliminate these variations [91]. Due to the steeper gradient of pressure underwater an

accuracy of around 0.1m can be achieved at a cost in the range of 100-200 of US dollars [97].
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Inertial Measurement Unit—Accelerometer and Gyroscope

IMUs contain a set of three-axis accelerometers and three-axis gyros to provide readings of
linear accelerations and angular velocities for the three orthogonal axes. The location is then
calculated combining the integration of the linear velocity and the angular velocity. Integrating
the velocity with respect to the time for an extended period also accumulates the errors delivering
uncertainties of the position after a while [90, 98].

The principle of operation of accelerometers is to measure the force required to accelerate
a known mass. Typical configurations are the pendulum, with a bias range of 0.00lmg and
Micro-Electro-Mechanical Systems (MEMS), with a bias range of 0.0lmg. For gyros, the
measurements can be carried out by measuring the phase change of laser light through a series
of mirrors |Ring Laser Gyro (RLG)| also through different directions using fiber-optic cable, or
by using MEMS to measure the Coriolis force in a mass suspended with a spring system. The
performance of these sensors is in the range of 0.0001° per hour for RLG to around 60° per hour
for MEMS. Prices go up with accuracy from hundreds of US dollars for MEMS to hundreds of
thousands of US dollars for optics systems [99].

Magnetometer

The Inertial Measurement Unit (IMU) can also include a three-axis magnetometer that
reads the magnetic field of the Earth. Once it is calibrated, this information together with the

acceleration and gyroscope are used to estimate the roll, pitch, and yaw angles [94].

Doppler Velocity Log (DVL)

The Doppler Velocity Log (DVL) provides the water velocity readings relative to the
Autonomous Underwater Vehicle (AUV) and the velocity vector of the robot fixed to the seabed
can then be calculated. The combined data sources from the inertial sensors, depth, and
DVL contribute in all to a better estimation [94, 100]. It is used to improve the estimation
of localization for underwater robots, the use of DVL can be added to an Inertiail Navigation
System (INS).

DVLs typically consists of four beams (in principle three beams are needed for 3-D navigation
in a body referenced frame) generated by an orthogonal set of transducers. A Janus configuration
is commonly used in which two sensors are angled aiming outside the center, and the other pair
is set orthogonally in the same manner [90, 94].

The frequency shift in the reflected signal along each transducer is measured and knowing the
configuration angle and distances of the sensors, a system of four equations can be determined

and then solved for a set of the three orthogonal velocities. This system is sensitive to
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misalignments on the transducers and smooth changes on physical properties of water that can
vary the propagation speed (depth, temperature, and conductivity/salinity) [101]. The standard
deviation of readings from a DVL is in the order of 0.3cm/s to 0.8cm/s, and the cost range is
between $20k to 80k USD [102].

4.2.2 Exteroceptive Sensors

In underwater SLAM the sensors gathering information about the environment to build
maps are mostly acoustic or video sensors. Video images have good resolution but, even in
an underwater controlled environment with good illumination and low turbidity, the range is
limited to 60m [103]. Conversely, acoustic sensors have lower resolution, their range depends on
the frequencies (the higher the frequency, the higher the resolution, but the lower the range)
and they can also work in turbulent water [104]. Fig. 4.4 shows two classifications of acoustic
sensors. They are divided into range sonars which provide distances for each sampling, and

image sonars which capture images at every scan.

Range Sonar

[l
L

Echo sounder Multibeam echo soander

Image Sonar

Mechanical Scanned Forward Looking ,
Image Sonar Sonar Side-Scan Sonar

Figure 4.4: Acoustic sensor for perception: Range Sonar, Image Sonar. Redraw from [105]

Multibeam Echo Sounder (MES)

The MES is based on the echo sounder principle where a pulse is emitted by a transducer, it
travels through the water and is reflected towards the sensor when reaching a surface. Then the
time of flight (TOF) is measured to obtain an estimated distance. The multibeam echo sounder

has an array of sensors that emits and receives a fan-shaped beam to the seabed. The result
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is a bathymetric map of the seafloor [105]. The difficulties of sonar sensors in getting reliable

features encourage the use of bathymetric sensors [106|

Mechanically Scanned Imaging Sonar (MSIS)

A mechanically rotated transducer is used to scan a horizontal 2D area. It turns at fixed
angles emitting a fan-shaped acoustic beam narrowed at the horizontal and wide to the vertical
plane. The intensity of the reflected backscattering is used to build 360° images, and it might
take a few seconds to complete a full image [105]. For underwater vehicles, distorted images are
collected from the MSIS while the mobile is moving. This has to be taken into consideration in
SLAM [107, 108].

Forward Looking Sonar (FLS)

FLS gives an acoustic image of what is in front of the vehicle by emitting a single pulse to
an insonified area and then receiving the echo by an array of hydrophones. Since it is possible
to get overlap readings Fig. 4.5 (a) when the vehicle is navigating it is possible to set landmarks

to re-observe them in the subsequent samples and perform SLAM [109, 110] .

Side Scan Sonar (SSS)

SSS provides downward looking image generation when grouping the readings. Using these
images in SLAM is suitable when multi-pass missions are planned (i.e. transects) since the
data of each reading does not overlap the previous reading Fig. 4.5 (b). Landmarks can be

determined as references for subsequent passes [111, 112].

(a) (b)

Figure 4.5: Subsequent readings for image sensors. (a) FLS present overlapping areas between
readings; (b) SSS do not present overlapping between readings
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Video Cameras

Video cameras provide high-resolution images easy to interpret but limited in ranges of
observation due to poor illumination and turbidity in subsea environments [113, 114]. Underwater
operations and SLAM using cameras are performed where the vehicle is close to the objective (2-3
m) [115], in applications of hull inspections [116], and in mosaicing of shallow sea bottom [117].

Monocular and Stereo cameras are used where feature detection is carried out to track
recognizable landmarks in the ensuing re-observations [23]. Common feature extractors are
Scale-Invariant Feature Transform (SIFT) and Speeded Up Robust Features (SURF), methods
based on the Euclidean distance of keypoints from a reference image. These methods are used
in computer vision [118, 119] and in underwater environments [114|. Spectral methods with

multilayer resampling for online 3D mapping are performed in [120] for stereo cameras.

4.3 SLAM Frameworks for Underwater Environments

The three SLAM frameworks equations in this section are based on [84, 121] for Extended
Kalman Filter (EKF), [87, 88, 122, 123], for FastSLAM, and [84, 89| for GraphSLAM. The
notations of the general approach to SLAM presented are from the work of Durrant-Whyte and
Bailey in [84].

4.3.1 Extended Kalman Filter SLAM
Kalman Filter

Mathematically, SLAM can be formulated as a probabilistic function where the robot state
vector and the landmarks matrix are obtained given the observations, control inputs and an
initial state. We will use the notation and formulation stated in [84].

P(xr, m|Zox, Uo, o) (4.1)

It shows the contribution of the control input u; and the observation z, of the landmarks m
referred to an initial position xzy, which is arbitrary and often obviated for notation, defined by
a pose state vector.

The motion model is represented by:
P (.’L’k ’.Tk_l, uk) < T = f (.Tk_l, Uk) + wy, (42)

Where f(*) models the vehicle kinematics and wy,, the motion disturbances.
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And the observation model:

P (zg |xg, m) <> zx = h (z, m) + vy, (4.3)

Where h(*) models how the sensor data represents the environment and vy are the observa-
tions.

The above formulas represent the KF approach for linear functions, in the case of Extended
KF the concept is expanded to include no linear models. This is achieved by the linearization
through Taylor series expansions of the models around the current temporal values [53]. The
robot state vector and landmarks are represented as Gaussian distributions having mean and

covariance matrixes.

Extended Kalman Filter

The EKF is the nonlinear version of the KF, given the linearization of the models through
Taylor series expansion. The filter works under the assumption that the distribution of the
values gathered has a Gaussian Model probability distribution minimizing the squared distance
for the different sources or samples [53].

The SLAM algorithm is implemented as a recursive motion update (prediction) and ob-
servation update (correction). In underwater SLAM the updates are computed from the data
obtained by the navigation sensors and the perception sensors.

Motion update / Time update (Predict)

§k|k—1 = f(/x\k:—l\k—la Uk) (4-4)

Py tii—1 = VI Py jo1p—1 VST + Q (4.5)

Tgjp—1 is the pose update, where f(x) is the motion kinematics and represents how states
change in every step, therefore, the Jacobian Af is an estimate of how the state will change.
P,., k is the covariance given the pose update and the noise.

Measurement Update / Observation update (Correct)

Thjk A N N
= [Buppo1mi—1] + Wil[zk — b (Buje—r, Mip—1)] (4.6)

~

mg

Py = Pyt — WiSW,[ (4.7)
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Where:

Sy = VhPy 1 VA" + Ry (4.8)

Wi = Py VAT S, ! (4.9)

my, represents the map observed given the updated pose, observations and the geometry
h(x) and is Jacobian Ah.

The EKF demands a lot of computational effort O(m?) and it is hard to implement for
online applications when having more than hundreds of landmarks. Besides, computing and
storing the covariance uncertainties it is not always useful since it may not represent the real
error (84, 86, 88, 124].

It also has problems dealing with loop closing (Fig. 4.6), having bad associations due to
accumulated errors that cause it to be unable to recognize previous features. There are, however,

complementary methods to overcome this problem [125].

—— Real position
- Estimated position
» Loop closing problem

Figure 4.6: Loop closing in SLAM

4.3.2 FastSLAM

FastSLAM is an alternative approach to SLAM introduced by Montemerlo [126], in which the
probability distribution for SLAM (Eq. 4.1) is divided into factors through a Rao-Blackwellization
method and solved using PF and EKF. PF establishes the localization as a set of particles, each
particle a possible pose, which it is weighted through time, given the observations [88].

A graphical model of SLAM is represented in Fig. 4.7. It shows the changes of poses x;_;
to x; given the control signal u;, the observations z;_1, the pose x; and the landmarks m;. In
this representation, the arrows show direct dependencies. Since there is no direct relationship

between poses and landmarks, a conditional independence is established. This conditional
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independence between landmarks and poses is exploited by Rao-Blackwellization to model the

robot path sampling and computing the landmarks once the poses are known [87, 88§].

X1 ’:,\' X ::' ’{Xm '
A A A
':/ut~1\,.' (U ;' @:\
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(m, m, (m,) (m,,)

Figure 4.7: SLAM Graphical model
Redrawn from [122]

Particle Filter for Localization
PF works with multiple assumptions that represent possible poses (particles). Each of
them is associated with a weight that denotes how accurate the estimated particle (posterior)

embodies the new incoming data from the sensors (observations).

v={@ )} N (4.10)

Where zl7 is a sample or state hypothesis with an associated weight w!!, and N is the
number of samples. The weights are normalized in order that the sum is equal to 1. Therefore,

the posterior state is represented by [127]:

p(x) = Z w8, () (4.11)

The weights are chosen through the Importance Sampling Principle, which established that
another probability density g (Importance Density) can be used from which is easier to draw

samples and evaluate g(x) [128], to define the weights as follows:

target (a:y] )

wl! = (4.12)

Importance Density (z!")

In localization, the importance density is given by the motion model and the weights are
proportional to the observation model. Weights represent how likely is the estimated particle

(posterior) compared to the ‘reality’ (observations) [123].
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a:l[ﬂ p(e|i_1, up) (4.13)

[4]
i t t
th . arge (l’t )

= 7o 0p (2|, m) (4.14)
Importance Density(xg ) )

The implementation of the PF for localization begins with all particles having the same
weight. As the iterations are performed and the vehicle perceives new observations the samples
change weights resulting in an accurate localization area. It also allows multimodal estimations
which are not possible with EKF. This means, at a particular time different probable locations
can be handled in the model [88, 129].

The resampling or sampling with replacements process is used to reinforce the more likely
areas due to the weight and eliminate samples with low probability to maintain the number of
samples. It also helps to filter the noise created at the time of propagation [87, 88, 130, 131].

Rao-Backwellized PF for SLAM

PF reduces its performance when working in a high-dimensional space such as SLAM where
the state vector includes the robot state vector and the map landmarks matrix. To reduce the
complexity for solving the whole SLAM problem with PF, dependencies in the state vector are
exploited from the concept that the landmarks can be computed after a given pose estimation.
From each particle (each pose hypothesis) a map can be calculated and then weighted as in a
PF method.

Based on the conditional independence between features and poses (Fig 4.7), the SLAM
probabilistic model is then decomposed in 4.15 [132] where the first term corresponds to the

path posterior and the second to the map posterior.

p ($0:t7 mi.pm |21:t7 U1:t) =Dp (mo:t |21:t> U1;t)p (mle |$O:t; Z1;t) (4~15)

Then, since landmarks are conditionally independent given the poses, the map posterior
is factorized in a product of conditional landmarks. Therefore, the path posterior is solved
through PF, and the products through low-dimensional EKFs [132].

M

p (on:t, my.m \Z1zt, Ul:t) =Pp (ffo:t |Z1:t, Ul:t) Hp (mz |$0:t, Zl:t) (4'16)
i=1

A simplified block diagram is presented in Fig. 4.8. Each particle represents a different
path, and for each path posterior, a map is computed. Particles are then weighted based on
the likeability between the observation model for each computed map. Then a map is updated

through the computation of EKFs.
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[ Propagate Particles }

l
[Compute Importance Weights]

Update Belief

Resample

Figure 4.8: Particle Filter simplified block diagram

FastSLAM allows multimodal estimations which are not possible with EKF (it can maintain
different possible locations at a time). The fixed number of samples reduces the computation
cost. On the other hand, a drawback of this method is that it loses information by resampling,

therefore, in some applications, this process has to be enhanced [133].

4.3.3 Graph SLAM / Smoothing

Graph SLAM is an intuitive method presented in [134| where the trajectory of the robot
and the observations are denoted as nodes and edges that represent constraints. The estimation
of the state vector is done by optimizing the arrangement of nodes through the computation of
nodes and edges. The method explained here is known as offline SLAM since the estimation is
calculated through the total of previous poses x1.; [89)].

The probabilistic representation is [84]:

P(iﬁl:k,m‘Z[):k,U();k,fL’o) (417)

Sensor measurements are abstracted to “virtual measurements” z; which is a transformation
from the observations gathered from the nodes x; and x; to maximize the overlap, the matrix
; (information matrix) represents the uncertainties, as constraints from the measurement z;;.
On the other hand, Z;; ( x; seen from z;) is an expected observation obtained by the relative
vector between the nodes z; and x;. Then the error, e;(z;, x;), is the difference between both
(Fig. 4.9).

Finally, the goal of the approach is to build the graph, then find a node configuration that

minimizes the error e;; given the constraints [89).

" = argminF(x) (4.18)

Where:
Fla)= 3 Fy= ) eey (4.19)

(i,5)eC (i,5)€C
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Figure 4.9: GraphSLAM model. Each node is a pose. Edges represent observation constraints
from landmarks and how z; is seen from z;
Redrawn with permission from [89]

In a recursive algorithm, GraphSLAM can be represented as an iteration between building
the graph (front-end) and then optimize the graph (back — end). The graph is constructed from
the data collected as nodes & edges (or poses & constraints) and then is optimized finding the
best for all of them Fig. 4.10.

Optimized Poses

Data Graph Construction Graph Optimization
Front - End Back - End

Graph
(nodes & edges/
poses & constraints)

Figure 4.10: Overall block diagram for a GraphSLAM system

GraphSLAM is becoming popular in SLAM, and there are different state-of-the-art ap-
proaches to improve the error minimization [135]. Some code examples and practical algorithms

can be found in [89.

4.3.4 SLAM in Underwater Applications

There are many applications for SLAM in underwater environments. The application defines
the selection of perception sensors and onboard sensors for navigation. Then, the SLAM problem
can be stated from different approaches depending on the number of landmarks, the area of
coverage, computational requirements, flexibility, etc. [136]. Important aspects of the SLAM

approaches reviewed in these documents are compared in Table 4.1.
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Several extensions of the approaches presented have been developed and applied as shown
in Table 4.2, where a summary of selected marine applications is presented. It reveals that
structured environments are mostly approached using MSIS, FLS, and video cameras (in that
order of importance). To apply SLAM in these scenarios, complex walls, borders, and points
are used as features in surveillance and inspection applications.

Unstructured environments are mostly referred to seafloor applications where the use of SSS,
Video cameras and FLS excels. Most of the applications involve the use of DVLs and IMUs for
localization estimation.

Perception sensors are used arbitrarily with different SLAM approaches according to the
application. Depending on the output of the perception sensor, different feature extractors and

scan-matching methods are used.

Table 4.1: SLAM approaches overview

Concept KF PF GraphSLAM
Computational Ef- m? N*log(m) Linear to the number
fort Complexity m: # features n: 4 samples of constraints
Linear to number of
m: # of features
nodes
Assumed Distribu- Gaussian Pose: Arbitrary land- Gaussian or
tion marks Distribution: different cross func-
Gaussian tion
Linearization KF all linear Motion does not need Re-linearize in every
EKF one lineariza- linearization direction
tion
Landmarks han- Hundreds Thousands Thousands
dled
Flexibility Medium High Higher
Large Scale Poor High Depends on sparsifica-
tion

In [107], a two-stage EKF algorithm for partially structured environments, SLAM is used
with a DVL and an MSIS. Due to the distorted images collected from the MSIS while the mobile
is moving, a first EKF is used to estimate the trajectory and then correct the MSIS images.
The second stage is an EKF-SLAM using motion estimation and undistorted images once data

association is performed for lines from planar structures such as dams, harbor or platforms [108].

64



4.4. SLAM IMPLEMENTATION IN UNDERWATER ENVIRONMENTS

In [110] a SLAM system is used in an AUV for mine counter measurement and localization.
An apriori map from a SSS and a FLS as a perception sensor are used. The graph is initialized
by pose node from a GPS. A nonlinear least squares optimization is performed (variation
of GraphSLAM) to the dead-reckoning (DVL and IMU) sensor and sonar images. In [137]
an approach of Graph SLAM is proposed using a set of membership to perform SLAM in a
non-linear environment from seamarks located through a SSS.

A visual SLAM using monocular video images through a novel saliency method using local
and global saliency for feature detection in hull inspection is shown in [116, 138]. A Viewpoint
Augmented Navigation (VAN) framework using a large number of features extracted from stereo
images for optimizing visual loop closures is presented in [139]. An application of a VAN for a
monocular camera is shown in [140] (Eustice, Pizarro, & Singh, 2008) in low overlapping images
and unstructured environments.

A multi-pencil sonar is used in [130] for SLAM. The sensor offers low-resolution range
observations suitable for Rao-Backwellized applications. A multibeam sensor is used in a
Bathymetric-distributed Particle SLAM (BPSLAM) in [141]. Previous low-resolution bathy-
metric maps are used to aid the navigation, while a high-resolution mapping is performed by
applying an adapted distributed particle mapping [142]. A robust real-time localization for large
maps method is presented in [106] through the use of grids.

In [143] a MSIS is used through a modified FastSLAM 2.0 method in a navigation system
GPS, AHRS, Compass, DVL are used for localization. Height problems are not solved entirely

using MSIS since features are localized in a 2D space.

4.4 SLAM Implementation in Underwater Environments

4.4.1 SLAM Implementation

The three SLAM frameworks discussed before are implemented for an underwater application
based on adaptations of the source codes of Tim Bailey for EKF SLAM and FastSLAM [144],
and Salim Chedrawi for GraphSLAM [145]. The objective of the simulation is to show the
applicability of the three frameworks for the same collected data from a simulation environment.
Its worth noticing that the implementations are simple versions of more elaborated developments
as those shown in Table 4.2. The test does not include loop closure, submapping or any
relocalization algorithm in order to show the basics of the estimations evolutions for the methods
fundamental principles. The simulation time is limited to focus on the performance of the
algorithms in every step when new information from the sensors is gathered.

An AUV equipped with a camera and a displacement sensor is simulated in UWSim [71], an
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Table 4.2: Summary of selected works on underwater SLAM

On-
Board P " FE Cl1
ercept. or ose
Ref Navi- P SLAM Scenario Large Map Application
. Sensor SMM Loop
gation
Sensor
IMU, Sea floor
Mono . .
[114] DVL, - SIFT/SURF Unstructured - Possible based Naviga-
camera
GPS tion
146 DVL, Gy- FLS EKF Points Unstructured R B 3 a
[ 1 roscope and lines Shallow Water urvetiance
105. 108 DVL, MSIS EKF Hough- Structured _ _ Channel Navi-
[ ’ I IMU Based ructure gation
Harbor,
Line Partially
DVL MSI EKF - Possibl Dams Naviga-
[107] SIS Match Structured ossible 'am% aviga-
tion
GPS,
DVL
’ Salient Sub- Sea fl Nav-
[147] Acoustic SSS EKF aten Unstructured " . Yes ) ea' oor Nav
features mapping igation
trans-
ducer
EKF Multi
ulti pass
DVL - Aug- Sea fl. Nav-
[112] i SSS us Filters Unstructured Possible (2 - 3 ‘ea' oor Hav
Compass mented . igation
times)
State
EKF -
Exactly
S
parse Shipp Hull In-
[148] DVL FLS Extended Manual Structured - - .
spection
Informa-
tion Filter
(ESEIF)
EKF - Possible
DVL Tank, Harb
[149] ’ MSIS Robocentric spIC Structured - Sub- Yes an‘, 'ar or
IMU . Navigation
IE KF mapping
MU Fast: Ch 1 Navi
[150] Gyroscope MSIS as Filter Structured Possible Yes z‘irme avt
SLAM gation
Compass
Filter, Wall suf-
Fast- Support ficiently
151 N MSIS Structured - -
[ ] one SLAM Vector ructure complex
Machine Navigation
DVL, Ac- o . (F;air—wije
[109] celerome- FLS Serl;\/[_ T;a;r:sihoid, Structured - - Surveillance
ter, Depth .
clustering
Altimeter, .
110 oPs FLS Graph- Filters Unstructured Possibl v Sea floor Nav-
s es
[110] ' SLAM Blue View nstructure ossible igation
Compass
Simulated
135] IMU MSIS Graph- uspIC Simulation - Yes Channel
[ SLAM s nnel
Navigation
Structured
152 DVL, Mono Graph- Template A rtu; |‘_lrle R B E ) tal
[152] IMU Camera SLAM Matching reiicia xperimenta
Landmarks

continued on next page |

66



4.4. SLAM IMPLEMENTATION IN UNDERWATER ENVIRONMENTS

continued from previous page

On-
Board P t FE cl
ercept. or ose
Ref Navi- P SLAM Scenario Large Map Application
. Sensor SMM Loop
gation
Sensor
Scale In-
DVL, Stereo variant
Graph- Sub-
[153] Gyro, Camera — Feature Deep water ) Yes Bathymetry
. SLAM mapping
Depth laser line Transform
(SIFT)
Graph-
SLAM Iterative
Aug- Closest Structured
DVL, us oses ructured, Channel Navi-
[154] IMU MSIS mented Point Possibly - Yes o
State (ICp) - Unstructured gation
EKF MSISpIC
(ASEKF)
DVL, Bath t
m T,
Gyro, Grid Map- . . a yme 'y
141, 142] MES . Previous Map Grids - with previous
Compass, ping, RB
map
Depth
Image
Doppl Side S process- Aut
[155] oppier ide mean EKF ing and Unstructured Yes Yes v -onofnous
INS Sonar navigation
template
match
EKF Navigati
Visual Stereo ! Unstructured. avigation /
[156] od " c Graph- - Seabed Yes Yes Seafloor 3D
ometr; amera eabe;
Y SLAM model
RT- Structured
Visual Mono/Stereo Corner de- n‘lc ure Robot Inspec-
[157] od . c SLAM, tecti environment/ - - "
ometry amera EKF ection pool ion
Augmented
Stat: Selecti Und: at
IMU, ave . clective naerwater Structures in-
[158] Camera Kalman images. structures. Yes Yes A
DVL . spection
Filter SIFT Hulls
(ASKF)
Oriented Unstructured
Depth, st FAST and S"Sb“;c “rse : Seafloor Navi
ereo : - T i-
[159] Visual c GraphSLAM Rotated cabe e: Yes Yes ei o0 av
amera rass sand- ation
Odometry BRIEF grass,  sa gatio
banks
(ORB)

underwater simulation environmnet for robots vehicles with Robot Operating System (ROS)
integration. The robot dives into a pool where simple blocks are placed on the bottom as
landmarks. The purpose of the setup is to apply SLAM to create a map of the blocks and
localize the robot in it (Fig. 4.11).

The robot movement is limited to a fixed depth and two degrees of freedom (surge and yaw).
Two thrusters for the surge are powered to obtain a linear motion while the blocks of the bottom
are recognized through image processing. Samples are taken every 0.6 seconds in which the real
position of the robot, displacement sensors, and blocks observations are logged.

During each observation, an image processing algorithm is run to observe the block from the
known current position of the robot. A Nearest Neighbor (NN) [160] algorithm is implemented
to assign a tag to each block observed. The noise considered in the prediction from the motion
are modeled as Gaussians with a standard deviation of 6=0.03m in X and Y. The noise in
the observation model from the landmarks seen by the camera are modeled as Gaussians with

standard deviation of 6=0.11m and 6=0.785 rad, respectively for range and bearing. A 2D
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simple model is used for prediction and observation.

Prediction model for the robot pose:

Tk Tp_1+ Az
Oy, atan2(Ax, Ay)

Observation model:

For each re-observed landmark its observation model is:

| Vom0 =) o)

atan2 (my — Y, My — x1) —
Augment model:
For each new landmark given a relative range r and bearing b is recorded, its absolute

position is calculated:

T +7.cos(0, + b
me= | (O +9) (4.22)

Y + r.sin(0 + b)
The prediction model and the augmented model are used to estimate the path and the landmarks
of the logged data without performing any SLAM algorithm as a baseline, the final landmark’s
position is obtained averaging all the observations (Fig. 4.12). The blue color indicates the
real path and landmark locations and, the red color, the estimated. The observation circles
represent the different estimations of the landmarks at every step of the simulation, having a
different color per landmark. The path and landmarks exhibit a maximum error of 1m and 0.7m
respectively. It is also helpful as an overview to display how dispersed the data is (observations).

The black dashed lines link the real landmarks with their estimations.

4.4.2 Results

The data is processed using the SLAM approaches, and the results are shown in Fig. 4.13.
In EKF, pink ellipses represent the uncertainties. Additionally, in FastSLAM the uncertainty
ellipses also represent uncertainties and the dots, other particles. It worth mentioning that the
landmarks and path drawn for FastSLAM are for the highest weighted particle in the end. In
the case of GraphSLAM, an offline approach is implemented, this means that all the logged
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()

Figure 4.11: Simulation Setup. (a) and (b) Underwater robot diving in a pool with fixed
landmarks. (c¢) Processed images with data association, each color represents a different tagged
landmark.

data is processed at once for estimating the last position and path.

Fig. 4.14 and Fig. 4.15 show the mean squared error (MSE) for the position at every step
and the final landmarks respectively. The ‘without SLAM’ path and landmark errors start to
increase along with the number of steps and with the further landmarks given that the errors
from the sensors are being accumulated without any feedback.

Conversely, the SLAM approaches present a better response over time. The position errors
are kept in range, and the landmark errors tend to be constant since the position is being
improved.

The three approaches handle the localization and mapping in a better way than a simple
averaging algorithm. While it was expected that the error grows over time giving the accumulated
uncertainties for the case without SLAM, the SLAM approaches prevent the error from a constant

raise. The best result is obtained by GraphSLAM, which is applied as an offline algorithm, with
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Figure 4.12: Estimated path and landmarks without SLAM, lines associate real and estimated
landmark positions
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Figure 4.13: Results of SLAM: path and landmarks
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a final Mean Squared Error (MSE) of less than 0.2m compared to without SLAM with 1m at
the last step. In average the MSE of GraphSLAM is 0.2m compared to 0.5m without SLAM.
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— EKFSLAM
FastSLAM
— GraphSLAM
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Figure 4.14: Position MSE at every step

4.5 Chapter Summary

We have reviewed the fundamentals approaches for most of the state-of-the-art SLAM algo-
rithms. The simulation shows how they process the information gathered from the localization
and exteroceptive sensors to improve the estimation of the pose and map generated. Current
algorithms improve feature extraction, data association, map generation, sensor fusion, etc. for
different scenarios and applications.

Recent development in onboard instrumentation for localization and data fusion contribute
to an accurate localization estimation. On the other hand, a variety of underwater sensors
for the perception of the environment have been reviewed in their applications for SLAM for
different approaches and scenarios.

The sensor selection relies on the application of two primary scenarios: structured and
unstructured. In the first case, the structures are exploited to generate the map: MSIS, FLS,
and video camera are mostly used. In the second case, features on the seabed are taken as
landmarks: SSS, video cameras, and FLS are used in this case. The selection of the SLAM
approach mostly depends on the information gathered and processed from the perception sensors,

the size of the area of work and the processing capacity of the controller.
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Figure 4.15: Landmark MSE at the final step

o

Applications for developments of SLAM in underwater scenarios include seafloor navigation,
structures monitoring, surveillance and navigation in confined environments. Different methods
have been applied since the late 90’s/ early 2000’s and are still being developed in the present
(Table 4.2). The applications of underwater SLAM suits industry demand from oil & gas

structures inspection, environmental monitoring, hydrography, and search&recovery.
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Interest Point Detectors and Descriptors
for Underwater Visual SLAM

Modern visual SLAM (vSLAM) algorithms take advantage of computer vision developments in
image processing and in interest point detectors. They are used to create maps and estimate
the trajectory of a robot through the images gathered by a camera mounted on it. Different
feature detectors have been evaluated for this purpose in air and ground environments, but not
extensively for underwater where light and suspended particles in this medium alter considerably
the images captured. In this chapterwe present a comprehensive survey of the application of
interest points detectors and descriptors in a variety of underwater scenes and conditions. We

classify scenarios based on the alterations and evaluate their performance towards vSLAM.

5.1 Introduction

It is essential to know the position of underwater robots and to obtain maps of the surrounding
environment for a variety of robot tasks, from monitoring, geo-referencing gathered data to
autonomous navigation and exploration. SLAM offers a framework to incrementally build a
map while a robot moves through an unknown area and to use that map to localize the robot
simultaneously. A typical implementation of SLAM in the underwater environment involves
the use of dead-reckoning, acoustic sensors and cameras [85]. In the last few years, the use of
cameras as the primary sensor for SLAM has increased. This branch of SLAM is also referred
to as visual SLAM (vSLAM) which mainly focuses on estimating the pose of the camera from

partially overlapping images from different viewpoints and creates a map of images or a cloud
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of points. Visual SLAM can be categorized based on how the images are processed in direct
algorithms, where complete image intensities are processed, and feature-based, where only
certain key-points of the image are computed [161].

A fundamental part of feature-based SLAM is data association which allows extracted
features from images as key-points to be recognized when re-observed in consecutive images as
well as in loop-closing. To achieve this, features are extracted using an interest point detector,
and then described including local information from the neighbors of the point through a feature
descriptor. The descriptor is a vector which assigns a distinctive identity to the feature to be
recognizable [162].

In computer vision there are several feature detectors and descriptors which have been
evaluated in terms of scale invariance, viewpoint changes (including rotation) and variations
in illumination [162-167], as well as their application to vSLAM [158, 162, 168, 169]. There
are successful implementations of vSLAM for underwater robots such as in [114, 116, 157, 170]
which relies on Speeded-Up Robust Features (SURF), Scale Invariant Feature Transform (SIFT)
feature detectors and other methods to extract regions of interests. To the best of the authors’
knowledge, there is not extensive documentation which analyses feature detectors and descriptors
for underwater environments. This might be related to the higher number of applications of
point detectors and descriptors in indoors environments and, in images captured by ground or air
robots compared to underwater environments which present images with dynamic illumination,
blurriness, turbidity; and there are fewer targets from which features can be extracted, mostly
limited to man-made structures, animals or the seafloor, which can be affected by the currents
such as in the cases of sand patches and algae.

Underwater images are subject to alterations to the light and characteristics of the medium
resulting in blurry, hazy and tinted images [171, 172|. This presents challenges to the performance
of feature detectors towards vSLAM. Therefore, we propose a characterization of underwater
scenarios based on a variety of datasets in different conditions and evaluate the response of
common feature detectors and descriptors such as SIFT, SURF, as well as newer approaches such
as Oriented FAST and Rotated BRIEF (ORB), Binary Robust Invariant Scalable Keypoints
(BRISK) and AKAZE. We include some processed datasets through enhancing algorithms.
Additionally, we evaluate the descriptors performance in matching consecutive images. Finally,
we compare the computation time for the features detection and matching.

In the second part of this Section, a selection of related works to feature detectors and their
evaluation in vSLAM is presented. Section 5.2 presents a brief overview of selected feature
detectors with their corresponding descriptor. Section 5.3 presents the alterations found in
underwater images as well as a brief description of enhancement algorithms. The evaluation

methodology and the results are presented in Section 5.4 and Section 5.5. Finally, the results
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are discussed in Section 5.6 together with the conclusions.

5.1.1 Related Work

A recent survey specifically on visual monocular SLAM was presented by Younes et al. [161].
They outlined a general guideline of a monocular keypoints SLAM system defining seven
components: “visual initialization, data association, pose optimization, topological /metric map
generation (map expansion), bundle adjustment/pose-graph optimization/map maintenance,
failure recovery and loop closure”. In [173], typical modern SLAM architectures are abstracted to
front-end and back-end components. The first one extracts sensors data and pre-processes it to
be handled by the back-end to infer a consistent map and pose estimation. In this representation,
the data association process fits in the front-end leaving the other modules to the back-end
Fig. 5.1.

SLAM
Front - End Back - End Estimate

..Feature Extraction

e o . o
New Q iati Map Estimation E> \”v.f
Frame - Short-term (Feature Tracking) : Pose Optimization -

Long-term (loop closure)

Figure 5.1: Simplified vSLAM architecture

For feature-based vSLAM, the front-end involves the detection of interest points, the creation
of descriptors, and the data association performed by matching features from the current frame

with previous frames.

5.1.2 Feature Detectors in Visual SLAM

Visual SLAM approaches have been evaluated for indoor and outdoor applications over
benchmark datasets. In [174] ORB-SLAM, LSD-SLAM, L-SLAM and OpenRatSLAM algorithms
are briefly described and assessed. ORB-SLAM shows good results for different environments
presenting the smallest errors when compared to LSD-SLAM and RAT-SLAM. The authors
also pointed out the need of manual post-processing to reduce the error since the maps and
trajectories need post-scaling to fit proper dimensions.

In [175] an experimental evaluation of the algorithms was performed for different datasets

collected on land, aerial and underwater vehicles. They found, again, a good performance by
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ORB-SLAM and Parallel Tracking and Mapping (PTAM) for the majority of scenarios. Finally,
another evaluation was performed in [169] having similar results with three different feature
detectors: Harris, Kanade-Lucas Tracker (KLT) and SIFT.

5.1.3 Feature Detectors Evaluation

Several feature detectors and descriptors have been evaluated in the past regarding correct
matching against image alterations. In [176] the SIFT descriptor was evaluated with ground
truth showing robustness against rotation, scale, viewpoint changes, image blur and light change.

They define three ratios, first used in [177], to measure the performance of the measurements.

#Correctmatches
Recall = 5.1
ced #Correspondences (5.1)
Fal tch
1 — Precision = # #ZAZZTCC}LL; - (5.2)
#Correctmatches
Recall = 5.3
ced # Detectedf eatures (53)

Johansson et al. use the same performance ratios to evaluate more detectors and descriptors;
and combinations (detectors/descriptors). They include SURF, ORB, BRISK, Fast Retina
Keypoint (FREAK) finding the combination SURF/SURF and ORB/BRISK robust against
geometric and photometric transformations [166]. Similarly, Gil et al. show SURF and Gradient
Location and Orientation Histogram (GLOH) (a SIFT like descriptor) suitable for a vSLAM
application [162].

Other evaluations are performed for custom applications such as for tracking objects [165]
and vision-based localization [178]. They introduced the Accelerated-KAZE (AKAZE) detec-
tor/descriptor to the review and compared the computing time among them. In [178] they
include Compute Unified Device Architecture (CUDA) implementations of AKAZE and SIFT
being the fastest two in extracting, detecting and matching, followed by ORB and SURF. SIFT
appeared as the slowest followed by AKAZE and BRISK. Additionally, they add repeatability,

precision and accuracy as comparison criteria.

5.2 Selected Feature Detectors and Descriptors

Based on the performance of features extractors in the literature discussed in Section 5.1 we
selected SIFT [179], SURF [180], ORB [181], AKAZE [182] and BRISK [183] which are robust

and have been successfully evaluated for indoor and outdoor environments in [178, 184]. In

76



5.2. SELECTED FEATURE DETECTORS AND DESCRIPTORS

Table 5.1 the characteristics of the detectors and descriptors are presented, as well as some

parameters based on their OpenCV implementation.

Table 5.1: Detectors / Descriptors characteristics and parameters

Detector / Features to Size of Parameters

Descriptor Detect Descriptor

SIFT Blobs 128 Bytes Contrast Theshold,
Sigma

SURF Blobs 128 Float Hessian Threshold

ORB Corners 32 Bytes Fast Threshold, Max
Features

BRISK Corners 64 Bytes Brisk threshold

AKAZE Blobs 61 Bytes AKAZE threshold

Scale Invariant Feature Transform (SIFT)

The SIFT algorithm follows two main stages in the detection part: (1) Scale-space extrema
detection, where Difference of Gaussian (DoG) is applied to identify keypoint invariants to scale
changes, then a local extrema check with adjacent pixels is performed; (2) keypoint localization,
which rejects low contrast keypoints and then eliminates non-edge points based on Hessian
matrix.

For building the descriptor the algorithm follows two further steps: (3) orientation assignment,
which forms orientation histograms from local gradients to determine the dominant direction
of the keypoint; (4) keypoint descriptor, where the proper vector is constructed based on the
course of the keypoints and local areas around them, and finally the descriptors are normalized

to improve light invariance {179, 185].

Speeded-Up Robust Features (SURF)

SURF follows a similar idea as SIFT, it was developed by Bay et al. [180] as a faster and
robust alternative to previous extractors. It uses integral images [186] and simplified filter
kernels compared to SIFT through a Fast-Hessian detector based on 2D Haar wavelet response.

The descriptor combines local gradient information, like SIF'T, 2D Haar wavelet response to

local areas and windows around they keypoints to approximate the gradients.

Oriented FAST and Rotated BRIEF (ORB)

ORB is based on Features from Accelerated Segment Test (FAST) and Rotated BRIEF. It

creates a pyramid of blurred and subsample versions of the image which are then divided into
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cells and FAST is computed. Then the cells are subdivided to contain one corner per cell or the
maximum number of cells allowed by a parameter of the algorithm, disregarding the features
with low score per cell.

The ORB descriptor modifies the FAST extractor adding an orientation component through
first-order moments in a local patch. Then the Binary Robust Independent Elementary Features
(BRIEF) descriptor is computed on a rotated patch. It reduces the descriptor vectors such as in
SIFT and SURF to binary vectors [181].

Binary Robust Invariant Scalable Keypoints (BRISK)

BRISK is based on the FAST detector, it extracts features from the image and different
scales of it. For the descriptor, it uses a concentric rings sampling pattern to retrieve the gray
values of their neighbors and process local intensity gradients to obtain the direction of the
keypoint. Then it forms the binary descriptor comparing the intensity between pairs from the
pattern [183].

Accelerated-KAZE (AKAZE)

AKAZE focuses on multi-scale feature detection exploiting non-linear scale spaces. It is
computationally efficient taking advantage of Fast Explicit Diffusion. It applies the Hessian
determinant to the scaled images and performs a search of the maxima response in spatial
location.

Alcantarilla et al. proposed a Modified-Local Difference Binary (M-LDB), that exploits
gradient and intensity from the extractor stage, as a descriptor. It is based on BRIEF performing
over the average of areas instead of pixels. It includes intensity values, and the orientation of
the keypoint is similar to KAZE [182].

5.3 Underwater Monocular Images

Images captured in underwater scenarios are altered in every aspect due to the changes in
radiant energy when traveling through water rather than air. Light gets scattered by suspended
tiny particles in the water (quartz sand, clay mineral, plankton, etc.) and it is also absorbed by
the water itself causing blur and loss of contrast (Fig. 5.2 (a)) [187, 188]. The energy absorption
varies with wavelengths and types of water (i.e. sea, fresh and variations in its composition),
generating perceived color distortions (Fig. 5.2 (b)) at different distances and types of water.
Additionally, changes in perception of size and distance also occur in underwater scenarios and

are caused by the light refraction as it passes from air to water [171, 172].
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Sunlight flickers (caustic waves) are observed in very shallow water which are formed by
trespassing a wavy water layer [189]. These lighting variations generate flickering caustic patterns
(Fig. 5.2 (c)), which can be seen as random thin bright traces and non-uniform illumination,
which are observable as brighter small patches (Fig. 5.2 (d)) [114].

Artificial light sources are used when gathering images at night or in murky water to increase
the lightness of the scene. The source is usually located near the camera and the light is reflected

by particles in the medium yielding the back-scatter component (Fig. 5.2 (e)) [190, 191].

(a) Blur and loss of contrast (b) Color distortions (c) Flickering caustic pattern

(d) Non-uniform illumination (e) Back-scattering

Figure 5.2: Lighting effects on underwater images

5.3.1 Underwater Image Enhancement

There are several approaches of image processing to enhance underwater images regarding
the lighting effects presented before. In [191], Wang lists around 25 different algorithms for
underwater image enhancement and restoration. The author organized them in four categories,
having ‘Histogram and Contrast Ratio’, which mainly enhances the contrast; ‘Retinex Model’,
with good results in low contrast and non-uniform illumination; ‘Filtering and Transformations’,
which also enhances non-uniform illuminated images, corrects the image tone, reduces noise of
bright spots and improves contrast; and ‘Comprehensive’, which enhances and restores colors in

the images.
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Other methods developed mainly to diminish the effect of sunlight flickering such as the
works presented in [189, 192-194]. Additionally, the algorithms presented in [190, 195] enhance
underwater images with respect to the back-scattering problem. ‘Dehaze’ algorithms have also
been used to overcome the light scattering problem in air [196-198| and in water [199].

External hardware have been used for mitigating the lighting problems when gathering
underwater images. Treibitz et al. placed polarizers on the light source and the camera to
achieve back-scatter reduction [200, 201]. In [202], a barrier filter was used in front of the camera

for the same purpose.

5.4 Evaluation Framework

In this Section we present the evaluation framework followed, based on the literature described
in Section 5.1 from [114, 162, 163, 166]. A quantitative and qualitative analysis is performed
to evaluate the performance of feature detectors and descriptors applied to underwater images
toward their application to vSLAM.

We also include processed images from the datasets through an enhancing underwater image
by fusion [203| and backscatter removal to enhance the visibility of underwater objects [195].

The profiles have been tuned manually to expose features proportionally to the limit. One is
set to obtain around 1000 features (Profile;) and the other to achieve a higher value, limited
to 10000 features (Profileior). The profiles are based on the threshold of the extractors and
the number of maximum parameters (Table 5.2). The other parameters are left to the default

values of the OpenCV implementation of the algorithms.

Table 5.2: Profile parameters changes

Profiley, Profilejo

Max Features 1000 10000
Threshold
SIFT Contrast 0.01 0.008
SURF Hessian 60 8
ORB Edge 32 8
BRISK 10 7
AKAZE 0.0005 0.0001
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5.4.1 Detectable Features in Underwater Images

We describe a selected number of underwater datasets based on the challenges presented
in 5.3 and evaluate different feature detectors on them to determine distinctive image features
in underwater scenarios. Processed images are also included to observe how the enhancement
performs when features are extracted.

The two features extractors profiles are included in the analysis. Quantitatively, the number
of features extracted is given. A qualitative description of the detected features in different

scenario conditions is also provided.

5.4.2 Frame Sequence Matching

We consider matches between consecutive scenes which are analyzed towards the application
of the detectors/descriptors set in vSLAM. This provides insights of the data association process
in the location of features from different viewpoints [204, 205].

We use a similar approach to the works reviewed in Section 5.1.3, but since the datasets
extract features for real underwater surveys, ground truth of the keypoints was not gathered.
Therefore, we apply an inliers ratio criteria based on the inliers obtained after the homography,

the number of features detected and the number of matches.

Inli

Inliers_ratio_ features = #Feft;jﬂéi;iund (5.4)
Inli

Inliers ratio_matches = % (5.5)

5.4.3 Datasets
Data Acquisition

The robot used for the data acquisition is the BlueROV2. All electronics are safely installed
in two watertight enclosures rated up to 100 m depth. The top ring holds the logical components,
the bottom one the battery. It is equipped with six thrusters set up in a configuration that
allows it to move freely within four degrees of freedom (roll and pitch are not controllable) [82].

For communication purposes, the robot has a 100 m tether. This allows easy Local Area
Network (LAN) communication even when the robot is in deep water. It also has two Light-
Emitting Diode (LED) lights that can be dimmed during use. It has a Raspberry Pi 3 (RPi
3) which takes care of transmitting data from the Remotely Operated Vehicle (ROV) to a

connected computer and a RPi 3 camera with wide angle lens which looks straight ahead and

81



CHAPTER 5. INTEREST POINT DETECTORS AND DESCRIPTORS FOR
UNDERWATER VISUAL SLAM

can be tilted by a servo by about 45° up and down. Other sensors include a pressure, depth and
temperature sensor and an Inertial Measurement Unit (IMU) including gyroscope, accelerometer,
and magnetometer. A Pixhawk Autopilot (Px4) controller collects all low-level sensor data and
a GPS. Camera images and an extra Xsens IMU are managed by the RPi 3.

This serial port transmits sensor data, robot status and commands using the MAVIink
protocol. This is read by the RPi 3 and then sent to a connected client via User Datagram
Protocol (UDP) in the original communication setup. This was changed to make sure that
data was always sent synchronized and to have a configurable and transparent way of sending,
receiving and recording. The protocol to the client was changed to Transmission Control
Protocol (TCP) to sync the sensors’ reading and the camera reliably. The Xsens accelerometer
data is written to a separate file on the RPi 3 and then copied via Secure Copy Protocol (SCP)
at the very end of the recording. The modified data flow is shown in Fig. 5.3.

| ' Raspberry Pi |
| |
| DataSender |
— Mavprowy)
:
****** T - - = QGroundControl

User Input

IMU, Barometer @ @

and GPS data Thrusters

Figure 5.3: Sketch of the modified data flow. Blue arrows represents camera images, red
arrows are IMU /barometer data, green arrows symbolize user input and orange arrows are
Xsens accelerometer data.

For ease of use the ROV provides three different navigation modes:

Manual Mode: The standard mode in which no stabilization is performed.

Stabilize Mode: In this mode the ROV stabilizes roll and holds its heading (yaw), as long as

the user is not trying to turn. Depth control has to be done by the user.

Depth Hold Mode: In this mode the robot behaves as in stabilize mode but also keeps it
current depth constant. The user can still control to go up and down but otherwise, the
ROV stays at the same depth.
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Selected Datasets

We collected different datasets for a variety of underwater scenarios in rivers, beaches, ports
and open sea in the surroundings of Perth, Australial.

We used the BlueROV2 robot to acquire 1024 x 768 pixels images which are collected on
an average of 12 frames per second. Images include part of the structure of the ROV (lights).
Eight datasets are selected for the present chapter.

In Table 5.3, the selected datasets are described based on the underwater alterations explained
in Section 5.3. The datasets covered sandy and rocky backgrounds with the presence of algae,
far algae means that the algae is viewed as patches or are not moving, close algae means that
algae is observed closely and movement is captured. Some datasets recorded isolated objects
such as poles, rocks, part of a wreck and debris. The symbols >>, > <, << are used to
indicate the quantity. The rotating over an object cell point out the frames involved in the

navigation of the ROV around an object (frames in thousands).

Table 5.3: Datasets characteristics

Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5 Dataset 6 Dataset 7 Dataset 8

Seafloor sandy, al- sandy, rocky, sandy, <al- sandy, sandy sandy sandy
gae (far), algae (far) algae (far) gae (far) algae (far)
algae
(close)
Objects poles rocks wreck <debris >>small <partial
rocks poles
Light non- >>uniform  caustic pat- night, < <non- caustic pat- >>uniform  >>uniform
uniform tern backscat- uniform tern
ter
Tint greenish greenish natural natural greenish natural natural greenish
Turbidity low low low low low low low low
# Frames 11729 5830 1929 8308 9155 2514 2522 2388
Notes horizontal little algae robot wavy pat-
and verti- on rocks shadow tern on
cal poles sand

5.4.4 Experimental Setup

We used a desktop computer with an Intel®) Core™ i7-7500U CPU @ 2.70GHz x 4 CPU
and 16GB of RAM with Ubuntu 16.04 for the evaluation. The OpenCV [206] implementation
of SIFT & SURF (non-free module xfeatures2d), AKAZE, ORB and BRISK are used. As well
as the Nearest Neighbour (NN) algorithm for detecting matches between keypoints sets and
Homography based on Random Sample Consensus (RANSAC) to reject outliers. The evaluation
setup is based on the work found in [207] which integrates the OpenCV implementations in a
friendly user GUI.

http://robotics.ee.uwa.edu.au/auv/ftp/Undervater_datasets.zip
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The modified program follows the block diagram presented in 5.4 to perform our evaluation.
The datsets are masked to exclude the lamps from the ROV which are easily recognizable by
the detectors and appears in every frame causing inconsistencies in the matching process. The
data was logged into Comma Separated Values (CSV) files keeping the record of the number of

features found, matches and processing time.

Extract Features "2P%™S| Extract Descriptor [ 2251
Matched
Match Descriptors |Keypoints ICc;m putt)e
(NN) > nliers by
Homography
Keypoints_| :
Extract Features »| Extract Descriptor Descriptors ‘

Selected

Figure 5.4: Block diagram of data extraction for evaluation

5.5 Results and Discussion

5.5.1 Detectable Features in Underwater Images

In Fig. 5.5 an overview of the features extracted per dataset is shown. The bar graphs show
average values and the standard deviation to quantify the dispersion of the values obtained. At
this point, the number of features only indicate that the images present detectable salients, but
not if they are going to be recognizable in the following frames. This information is still useful
to identify which underwater elements are detectable.

The overview shows an overall homogenous performance detecting around 500 features
in Profile;, and 5000 features in Profilejg, for all the detectors. Dataset 1 shows a high
dispersion of the data for most of the detectors. Datasets 4, 6 and 8 present a low average
compared to the rest. It is worth mentioning that the detailed graphs for both graphs have
similar behavior, the only difference is the number which is proportional to the maximum
number of features per profile. Therefore, in most cases, we analyze the Profile;; detail where

the fluctuations, when finding a low number of features, are more evident than in Profile;g.
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We have selected two datasets to show the performance of the feature detectors in the
underwater scenario. In Fig 5.6 (a) can be seen the performance of the detectors applied to
Dataset 1. Algae offer a good contrast on the sand exposing detectable features as seen in
Fig 5.6 (b-f), it can be seen how ORB, BRISK, SIFT and AKAZE features surround the algae
while SIFT features are more spare along the entire image. The figures also show that the
detectors cannot find many features in plain sandy areas. During the frames ~3000 — ~4200
the ROV gets far from the seafloor, and the algae are seen as blurry patches, in this case, none

of the detectors were able to extract much features (Fig 5.6 (g,h)).

1000 A | ]| B R i - -
| - |
- | -I I I I | -I II I-
D1 D2 D3 D4 D5 D6 D7 D8
Datasets

(a) Profileyy

SIFT
SURF
ORB
BRISK
AKAZE

'l

Features

SIFT
SURF
ORB
BRISK
AKAZE

10000 T T . 11

5000 - —_—

Features

D1 D2 D3 D4 D5 D6 D7 D8
Datasets

(b) Profileiok

Figure 5.5: Features extracted per dataset

Dataset 8 is mostly sandy with some frames capturing partial poles as objects. The
illumination is uniform and has a greenish tint (Table 5.3). As observed in Fig. 5.6, plain sandy
areas are hard environment to extract features from. Fig. 5.7 shows the detail for Dataset 8.
When the robot is close to the seafloor (20cm approximately) the detectors start extracting

features from the wavy pattern of the sand.

5.5.2 Frame Sequence Matching

It is important to quantify the number of features that can be re-observed (matched) in the
following frames for the vSLAM scope. In Fig. 5.8 a bar graph of the inliers obtained after
applying NN and homography with the consecutive frame is shown. In this test, the descriptors

obtained from the keypoints found with the detectors are evaluated. Similarly, in the number
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(a) Features extracted from Dataset 1 Profileqy
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Figure 5.6: Detail of features extracted from Dataset 1. b-f, frame 710 with features extracted,

g and h show low features found
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(a) Features extracted from Dataset_8 Profileqy
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Figure 5.7: Detail of features extracted from Dataset 8. b-e, extractors application in different

frames
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of features found, Profile;, and Profileig, show similar behavior for the different detectors,
and the results are homogeneous among them. Datasets 3, 4, 6 and 8 present the lower average
number of inliers. In the case of Profileig, SIFT, ORB and BRISK features slightly stick out
compared to the others, especially in Datasets 2 and 7. AKAZE, which showed a lower number

of features extracted in Fig. 5.5, shows around the same amount of inliers than the others.

I . SIFT
600 T T m SURF
» 1 = ORB
3 4001 , 1 I T 1 - - mmm BRISK
< i i il il i . AKAZE
200 1 [ - i = [ ] [ r -
0 -
D1 D2 D3 D4 D5 D6 D7 D8
Datasets
(a) Profileyy
6000 T mm SIFT
W SURF
»» 4000 I T T mem ORB
g T mm BRISK
£ 2000 I T T | T L mem AKAZE
B e L B e
0 L = l
D1 D2 D3 D4 D5 D6 D7 D8

Datasets

(b) Profileiok

Figure 5.8: Inliers, obtained after NN matches and homography, per dataset

Fig. 5.9 shows the ratios presented in Eq. 5.4 and Eq. 5.5, in percentage, for Profiley,. In
Fig. 5.9(a) it can be seen that around 40% of the features found by the detectors are matched
correctly in the consecutive frame. AKAZE outstrips the other extractors/descriptors in the
performance, demonstrating that its extractor is more finicky than the others.

In Fig. 5.9(b) can be observed that more than 75% of the features matched become inliers

after homography indicating a good performance overall for the descriptors evaluated.

5.5.3 Image Enhancement

We applied two image enhancement algorithms for underwater images to Datasets 3, 4, 6
and 8 which showed the lowest number of features or inliers found. In Fig. 5.10 the enhancement
by fusion filter [203] is represented by an ‘F’, and the backscatter removal filter [195], by a ‘B’.
The results without any enhancement are shown in grey for easy comparison.

The number of features extracted increases for Datasets 4, 6 and 8 (Fig. 5.10(a)). Dataset_ 3,

which is affected by light caustic patterns on a rocky background, does not show any improvement
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Figure 5.9: Inliers ratios per dataset

by any of the two algorithms. The image enhancement algorithm by fusion shows a better result
exposing detectable features for the detectors.

It can be seen in Fig. 5.10(b) that, in the case of SURF descriptors the number of features
found presented and increase although, this increase is not observed at the time of matching
those features in the consecutive frames. AKAZE benefits the most from the enhancement
algorithms showing an improvement for all datasets. ORB, SIFT and BRISK are also helped
by the algorithms in the order presented.

Dataset 4, which was taken at night with artificial illumination on a sandy background
with few algae and rocks, gets the most significant improvement in the number of inliers. The
filter by fusion gets better results than the backscatter filter.

Datasets 6 and 8 also increase their number of inliers, especially with the filtering by fusion.
These two scenarios present a sandy background with few objects on the seafloor. Both present
illumination problems, Dataset 6 presents a caustic pattern and Dataset 8 a non-uniform

illumination.

5.5.4 Processing Time

The processing time is measured for the detection and describing, NN matching and homog-
raphy for the two profiles. In Fig. 5.11, the processing time for Dataset 2 is presented which

also includes the pre-processing time for the enhancement algorithm.
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Figure 5.10: Results for pre-processed Datasets 3, 4, 6 and 8

ORB is the fastest set detector /descriptor with an average processing time of 43ms and 97ms
for Profile;, and Profilejg, respectively. SIF'T and BRISK are the slowest with times around
150ms and above 300ms for Profiley, and Profileig,. BRISK presents the highest dispersion
having variations correlated with the number of features found, similar to SIFT; the rest show a
continuous time for processing.

The enhancement algorithms applied are highly time-consuming showing values above 1 and

2 seconds for the algorithms filtering by fusion and backscatter removal respectively.
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Figure 5.11: Processing time based on Dataset 2
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5.6 Chapter Summary

The experimental results provide a detailed analysis of SIFT, SURF, ORB, BRISK, and
AKAZE detectors/descriptors for underwater environments towards the application of vSLAM.

The detectors selected in this survey showed a satisfactory performance on images containing
color distortion, low non-uniform illumination and low turbidity. Sandy environments with
algae patches, algae recorded from close and far, small particles such as debris and rocks, and
objects such as poles and rocks present detectable features for the extractors.

Different datasets were categorized according to the characteristics of the seafloor, types of
objects, lighting, tint, and turbidity. The influence of these effects on the images is observed in
the number of features extracted and later matched in subsequent frames. The results showed
decreased of features and matches due to turbidity, blurriness, in Fig. 5.6 (a)(g)(f); monotony,
sand patches with and without texture, in Fig. 5.7; and lighting, caustic patterns, shown in the
overall number of features (Fig. 5.5) and in the number of matches (Fig. 5.8).

The number of inliers when matching keypoints from consecutive frames was homogeneous
among the detectors, in Profile;or, ORB and BRISK stick out. AKAZE achieved a better ratio
of inliers/detected _features.

The two enhancement algorithm applied in this survey showed an improvement in the per-
formance of the detectors/descriptors. The filter by fusion [203] showed the higher improvement
especially in night scenarios with artificial light, caustic pattern and significant non-uniform
illumination.

The survey provides abundant information and detailed insights valuable for making decisions
in applications towards vSLAM. The ORB detector/descriptor stood out in detection and
matching performance, shaping up as a good selection for implementing vSLAM, with the lowest

computing time.
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Chapter 6

Experimental Evaluation of Monocular
ORB-SLAM2 in Underwater

Environments

This chapterpresents an experimental evaluation of monocular ORB-SLAM?2 applied to under-
water scenarios. For this purpose, we collected more than 40 datasets in different areas and with
varying weather conditions. Underwater images present challenges for image processing such
as monotony, turbidity, dynamics, and lighting variations which affect the performance of the
algorithm. Our results show a low impact of turbidity and dynamics; mid-impact of monotony,
especially in low texture; and high impact of lighting and flickering, observable on sunny days,
which tend to disappear below the 3 meters of depth. To improve performance under these

circumstances we provide possible algorithm enhancements.

6.1 Introduction

Over the years, visual Simultaneous Localization and Mapping (SLAM) has been applied in a
multitude of robotics scenarios, including in the air using Unmanned Aerial Vehicles (UAVs) [208];
on roads with autonomous cars [209]; inside buildings [210] or even on Mars [211]. Another
scenario that has received a lot of interest is the underwater environment, but due to the difficult
conditions of this setting it is still considered “an unsolved problem in robotics” [212]. Commonly
used platforms for SLAM underwater research are Remotely Operated Vehicles (ROVs) and

Autonomous Underwater Vehicles (AUVs). These robots often come with a single camera and

91



CHAPTER 6. EXPERIMENTAL EVALUATION OF MONOCULAR
ORB-SLAM2 IN UNDERWATER ENVIRONMENTS

few other sensors for navigation and data collection.

Over the last years, many different visual SLAM approaches such as Dense Tracking and
Mapping (DTAM) [213], RatSLAM |[214], Large Scale Direct (LSD) SLAM [215] and ORB-
SLAM2 [216] have been developed [161]. Unfortunately, these algorithms are mostly evaluated
on land without considering applications in underwater environments. The underwater scenario
presents different challenges such as monotonous areas, turbidity, light scattering, changes in
colors and highly dynamic movement of the robot when capturing the images. Li et al. [175] were
able to show that ORB-SLAM2 is capable of performing well in different scenarios, including
underwater. Unfortunately, to the best of our knowledge, no research has been done on an
exhaustive performance analysis in terms of the application of visual SLAM in underwater
environments and its challenges.

To evaluate the impact these characteristics have on the results of a state-of-the-art algorithm,
we conducted a detailed evaluation of ORB-SLAM?2 in underwater environments, considering
different scenarios; lighting-conditions; structured areas such as pools, decks, shipwrecks and
marinas; and unstructured areas such as open sea and rivers. Additionally, weather conditions
varying from sunny to cloudy days are also included in the datasets. The results presented can
be considered as a baseline for evaluating future improvements to ORB-SLAM2 or other visual
SLAM methods.

This chapter is organized as follows. In Section 6.1, an introduction to the chapter is given.
In Section 6.2, other works which investigate underwater visual SLAM approaches are outlined.
Section 6.3 gives an overview over the ORB-SLAM?2 algorithm and the challenges it has to face
underwater. In Section 6.4 we present our experimental setup, the performed experiments and
how we evaluate them. The insights gained from these experiments are given in Section 6.5.

Finally, the conclusion is presented in Section 6.6.

6.2 Related Work

A monocular camera setup in an underwater environment has only been tested in a few
research papers so far. Li et al. [175] compared different open-source SLAM and visual odometry
algorithms on eight different datasets. These datasets included data recorded in both underwater
and land environments using different means of recording. Two of these datasets were recorded
with an AUV, one in a coral reef and one inside a wreck. The other two sets were recorded using
handheld cameras. In one, a camera was mounted on a drifter and moved by the waves alone, in
the other, the camera was moved manually. The best results on the underwater datasets were
achieved by Parallel Tracking and Mapping (PTAM) [217]| and Oriented FAST and Rotated
BRIEF (ORB) SLAM. Li et al. also state that “ORB-SLAM2 is the package that provides the
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best results in terms of accuracy” [175].

Concha et al. [218]| proposed a semi-dense approach similar to LSD SLAM which incorporates
the ability to differentiate between image areas with poor visibility and those with good visual
information. They did not use any form of optimization on their pose-graph and could therefore
only map small areas. No information regarding the accuracy of the algorithm is provided.

In [159] Negre et al. explore a new way of detecting loop closures. By forming and recognizing
feature clusters they were able to show superior results in comparison to ORB-SLAM?2’s loop
closing approach. Since their implementation relies on a stereo camera setup it is not directly
applicable to monocular frameworks.

Chaves et al. [219] used an active SLAM approach which tries to increase the localization
accuracy by actively searching for trajectories which maximize loop closures. They used a
saliency prediction which helps create paths the robot can use for finding good loop closing
opportunities.

Yet another approach has been put forward by Silveira et al. In [220] they explain their
DolphinSLAM approach which is derived from RatSLAM. Based on insights from [221] their
front-end uses Speeded-Up Robust Features (SURF) for feature detection. They are able to
show that the algorithm is capable of localizing an AUV in different environments. This is also
not a purely camera driven SLAM variant since they incorporate a Doppler Velocity Log (DVL)

and sonar into their framework.

6.3 ORB-SLAM?2 and the Underwater Scenario

6.3.1 Algorithm Description

ORB-SLAM2 derives its name from the Oriented Fast and Rotated Brief (ORB) feature
descriptor which was developed by Rublee et al. as “an efficient alternative to Scale Invariant
Feature Transform (SIFT) and SURF” [181]|. According to Mur-Artal et al. these features
provide “good invariance to changes in viewpoint and illumination” [216| and are cheap to
compute. As is obvious from the use of ORB features, ORB-SLAM?2 uses a feature-based
front-end. The back-end works on a keyframe-based graph-optimization procedure.

Mur-Artal et al. utilize three parallel threads: tracking, local mapping and loop closure
as shown in Fig. 6.1 described in [216]. The tracking thread is responsible for tracking the
movement of the camera. In a first step, this thread extracts the ORB features. Then, these
features are matched with those of the previous frame. If the matching is successful, a constant
velocity model is used to estimate the new camera pose. If it fails, a relocalization based on a

place recognition database is initialized.
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Figure 6.1: ORB-SLAM2 Overview

Once the initial estimate has been retrieved, the local map is searched for correspondences
between image features and map points. The local map consists of keyframes K which share map
points with the current frame and those which neighbor K keyframes in a space graph called
couvistbility graph. Doing this the estimated pose can be optimized with minimal computational
cost [216]. Based on the amount of new features in the image the algorithm then decides whether
the current frame is used as a new keyframe. The local mapping thread keeps the local map up
to date by inserting new keyframes into the covisibility graph. It also checks whether new map
points are being tracked in following keyframes. If not, these are removed. By applying a local
Bundle Adjustment (BA), the current keyframe, all those keyframes connected to it and all map
points seen by those connected keyframes, are optimized. In order to keep the computation
costs low redundant keyframes are gradually removed from the map.

Once local mapping is done with a keyframe, it is passed on to the loop closing thread. Using
this keyframe a search for loop closing candidates is started in the place recognition database.
These candidates are then evaluated and, if the loop is accepted, it is used to optimize the

complete graph.

Bundle Adjustment

Bundle Adjustment is an optimization algorithm based on least squares optimization of error
functions (linear and nonlinear) that can be represented by a graph [222].

It is widely used in visual SLAM for minimizing the re-projection error in two views where
the two camera poses and the 3D points corresponding the 2D gathered from both cameras
have to be optimized to fit through measurement function.

In ORB-SLAM2 the open source library g2o for BA is used in different modules such as in
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local graph for pose bundle adjustment, co-visibility graph for local bundle adjustment, and

essential graph for global bundle adjustment after loop closure detection.

6.3.2 ORB-SLAM2 Validation

It is difficult to measure complete ground truth even in indoor environments for evaluating
visual SLAM in terms of the robot pose and landmark positions [169]. Ground truth robot
pose instrumentation include 3D laser scanners and a high-precision GPS/IMU as in the case
of the KITTI dataset [223]. For underwater environments acoustic positioning systems have
to be added such as Ultra-Short BaseLine (USBL) [224] which requires expensive external
instrumentation.

Localization for ORB-SLAM2 has been evaluated by their creators in [225] using ground
truth datasets, including KITTI. Monocular, stereo and RGB-D datasets are evaluated with
ground truth and achieve very robust localization results especially for stereo and RGB-D.
ORB-SLAM2 accomplish zero-drift localization for well mapped areas. Monocular cameras do
not capture depth, the scale of the map and the trajectories are unknown, therefore, it requires
a posterior adjusting of the scale. In the case of Monocular ORB-SLAM2 scale drift might
occur, principally at the turns.

In [174], the authors evaluate ORB-SLAM2 among other visual SLAM algorithms. After
scaling the trajectory manually to obtain the smallest error, it obtains a root-mean-square error
(RMSE) of 0.05 m with a standard deviation (o) of 0.02 m for the best case. Conversely, it
obtains a Root Mean Square Error (RMSE) of 1.1 m with a o of 0.02 m for the worst case.

6.3.3 Underwater Challenges for Visual SLAM Approaches

Underwater images captured by a standard monocular camera bear many challenges (Fig. 6.2)
which are not present on land. Related works with underwater images noted bad illumination,
sand patches, light scattering and turbidity [187, 188].For visual SLAM (vSLAM), challenges

include:

e Monotony: In many locations the sea floor consists mainly of sand and does not offer
many recognizable structures which could be used for extracting landmarks. This may

cause some SLAM algorithms to fail.

e Turbidity: Seawater generally has a lot of different particles in it that can cause trouble
when using cameras. Feature-based approaches might falsely detect particles as features

which can have strong effects on the algorithm’s accuracy.
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e Dynamics: Water tends to be highly dynamic so even if the robot is not actively trying
to move, it is still subject to currents and water movement. Many SLAM algorithms rely
on a kinematic model to predict the current pose which needs to take the water dynamics

mto account.

e Loss of colors: Due to the effect that water absorbs different wavelengths of light at
different depths the visual appearance of the environment quickly becomes monotonous.
Color gradients can be a valuable information source which might not be available

underwater.

e Lighting: Not only does water absorb light, any movement of the water surface will also
cause the light to scatter and flicker. This leads to dynamic shapes on the ground which

make it difficult for an algorithm to detect static landmarks.

6.4 Evaluation

6.4.1 Dataset Contents

The main goal while recording datasets was to cover as many different scenarios as possible
so that the ORB-SLAM algorithm could be tested with varying conditions. For that reason the

recorded scenarios include:

e Man-made structures like pool, jetties, pipes and boats.
e Natural environments like reefs, river beds or sea floor.
e Night and day settings.

e Varying depths.

e Sunshine and cloudy weather.

The ROV was driven in different patterns like rectangles, circles or an eight which makes it
easier to determine if ORB-SLAM is estimating the correct trajectory. In total, 46 datasets
were recorded in nine different locations!.

A mask was implemented to define a region of interest excluding the parts of the images
where the robot sees its own. Without it, ORB-SLAM2 extracts and tracks features in those

areas and lead to frequent tracking failure.

http://robotics.ee.uwa.edu.au/auv/ftp/Undervater_datasets.zip
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6.4.2 Evaluation Criteria

The evaluation of the algorithm performance is divided in a quantitative and qualitative
analysis. The first one is a statistical overview of the tracked frames and, the qualitative,
represents the performance of the trajectory and map generated according to how the robot
was driven.

Due to heavy use of Random Sample Consensus (RANSAC) [226] and multi-threading,
ORB-SLAM?2 is a highly non-deterministic algorithm. To account for this, every experiment
was run and evaluated ten times (Appendix B). The percentage of the tracked frames (TF%)
and the number of loss of tracking per thousand images over all the ten tests (L7/1000) will be
given.

For each bar plot the most representable of all ten tests is picked. The bar represents
ORB-SLAM2’s states: initializing (light yellow), tracking (green) and relocalizing (red) plotted
over the frames of an experiment. Additionally, found loops are marked by a blue bar and an
"L’. In some cases manual resets were performed (marked by an 'R’), when the algorithm enters
to a forever relocalization loop (Fig. 6.3).

As discussed in Section 6.3.2, proving ground truth is difficult and expensive; therefore, to
provide references to evaluate the performance, physical references and driving in known shapes
were used. These include driving on the edges of a pool with known dimensions as well as going
in circular or rectangular patterns. But, even if there was a physical reference, waves, surge and
inaccurate robot controls made it difficult to follow them precisely. In light of this issue the
evaluation performed here cannot be based on calculating an error between ground truth and
estimated trajectory.

Instead, a Qualitative Validation of the Trajectory (QTV) is used for evaluating ORB-SLAM2.

It splits results into three categories as follows:

e Good: Both the estimated trajectory and the map closely represents the robot’s movement

and the actual environment without any noticeable deviation.

e Acceptable: Estimated trajectory and map still very much represent the robot’s move-

ment and environment but they might have minor notable inaccuracies.

e Poor: This will be chosen for major unresolved inaccuracies in either map and /or trajectory

and in cases of falsely detected loops or false relocalization.

The following sections will describe and evaluate the results of the experiments by location.
For reasons of space not every single dataset is described, but rather those which provide the

most information.
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Figure 6.3: Bar plot elements
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6.4.3 Experiments

In Section 6.2 the need of a posterior scaling for evaluating ORB-SLAM was presented. The
first experiment was performed to give an estimate of ORB-SLAM’s accuracy in underwater.
For this purpose the robot was driven in a pool with known dimensions. Since monocular SLAM
is not able to measure any scale, the resulting trajectory was manually scaled to fit the pool’s
shape before calculating the error. The experiments from 4.2.2 and onwards use the evaluation

criteria described in Section 6.4.2.

Pool—Validation

This experiment was carried out in a recreational pool with a plain bottom (no tiles or lines
draw) in which 50 landmarks were placed. Fig. 6.4 (a) shows the path of two consecutive tests
around the pool. The proportions of the length and curvature of the trajectory matches the
pool once scaled.

An additional test was performed taking measurements every five seconds while driving
the robot along one of the edges. For evaluating this test, the trajectory was scaled manually
resulting in an RMSE of 9.8 cm and a ¢ of 6.6 cm. It is worth mentioning that measurements
are approximate as the evaluation was performed by marking the pool’s edge while the robot

was moving and then measuring the distances using a measuring tape.

900 cm

- =

450 cm

lz
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|
B

§ | o>
F Distance
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(a) Estimated robot trajectory in pool (b) Distances test

Figure 6.4: ORB-SLAM validation test in a recreational pool

Pool - The University of Western Australia (UWA) pool

Description:
The UWA pool has a rectangular shape with dimensions 33.5 m by 25 m. Inside the pool,
there are black lines made of tiles on both wall and floor. Since it was suspected that ORB-

SLAM2 might have trouble working in this very symmetric and feature scarce environment, one
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experiment was done with 20 unique printed markers placed on the pool’s floor (Fig. 6.5 (a)).
In order to give the algorithm enough chances for loop closures, the ROV was driven along the

pool’s walls in both datasets whilst always staying on the surface.

(b)

Figure 6.5: Pool dataset: (a) sample image. (b) example of poor feature distribution

Evaluation:

— | EEN .

0 2000 4000 6000 8000 10000 12000 14000
Frame

(a) No_markers. Quality: poor
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Figure 6.6: UWA Pool selected bar graphs of ORB-SLAM2 states
The UWA pool proved to be a very difficult environment for ORB-SLAM2 to work in.
Figure 6.6 (a) illustrates several of the problems encountered. The periodical tracking loss and

regain shows that while the robot is driving along the wall where it is moving orthogonal to the

black lines on the pool floor, as shown in Fig. 6.5 (a), it can mostly maintain tracking. While
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driving along the other wall where the ROV follows the black line on the floor, as in Fig. 6.5 (b),
tracking is lost very quickly. Tracking is most likely lost because of the poor feature distribution
shown in Fig. 6.5 (b). Since there are lots of features on the black line which barely differ and
do not change much over time ORB SLAM fails to properly associate the seen features between
frames. The results for the dataset with markers proved to be just as unusable as those of
dataset without markers due to the features distribution was still predominant on the lanes and
not much on the markers. Dataset Markers has a TF% of 75% and dataset No_markers, of
40%; in terms of LT'/1000, dataset Markers loses tracking around 3 times compared to dataset
No_markers which loses tracking 1.5 times. The markers help to reduce the times tracking is
lost (LT/1000), but the overall results are still poor.

The resulting trajectories for the two datasets are shown in Fig. 6.7. For the dataset without
markers it is obvious that ORB-SLAM2’s estimated trajectory is only a single line even though
it was tracking on two sides of the pool. What happens is that, due to the symmetry of the
pool, ORB-SLAM2 relocalizes within the map created along the first wall even though it is on
the exact opposite side of the pool. The problem with the repetitive environment is further
demonstrated by the fact that the first loop is found before a full path around the pool was
driven. Due to relocalization and loops detected ORB-SLAM2 simply keeps jumping back and
forth within the map shown in Fig. 6.7 (a). A similar result is found in Fig. 6.7 (b) since the
markers did not help much, although some displacement orthogonal to the lanes was tracked

but still, not completely.

(a) ' (b)

Figure 6.7: ORB-SLAM2 results for pool experiment. (a) without, (b) with markers
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Point Walter—Swan River at Point Walter, Bicton, Perth

Description: The first three datasets: Sunny_along jetty,  Sunny_circle and
Sunny_rectangle were recorded during a sunny day. The other three: Cloudy circle,
Cloudy _eight and Cloudy rectangle, with cloudy weather. The different weather conditions
allowed observation of the influence different lighting conditions have on ORB-SLAM2’s results.

The surrounding at Point Walter is a sandy sea floor with a few rocks and some algae. In
some images the foundations of the jetty from which the ROV was launched are visible as well.
It is obvious that Fig. 6.8 (a) was taken on a sunny day as there is a lot of light ripples on the
sea floor. In Fig. 6.8 (b), on the other hand, these ripples are not present.

(a) Sunshine (b) Cloudy weather

Figure 6.8: Point Walter experiment: sample images

Evaluation: Looking at the plots in Fig. 6.9 it is evident that ORB-SLAM?2 struggles when
faced with the lighting conditions on a sunny day. Due to the ripples visible in Fig. 6.8(a),
ORB-SLAM2 cannot initialize and has no chance of tracking the robot’s movement. In fact, for
Sunny_rectangle it is only able to initialize because at the beginning of the recording there is a
cloud in front of the sun, changing the lighting conditions for a short time. As soon as the cloud
is gone and the ripples are seen again, ORB-SLAM2 loses tracking and can neither relocalize
nor reinitialize when the algorithm is reset.

In contrast, tracking works very well for datasets collected during a cloudy day. As presented
in Fig. 6.10, ORB-SLAM?2 is able to recover the driven trajectory accurately. The fact that
the shapes are not perfect does not stem from ORB-SLAM2 not tracking the driven trajectory
correctly, but rather from not being able to drive the same trajectory flawlessly multiple times.

An interesting observation that can be made from the results on these datasets is that ORB-
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SLAM2 detected very little loop closures. This does not mean that the algorithm fails at
detecting possible loop closures, but rather that it is able to recognize already mapped places,

even in an environment as monotonous as the one at Point Walter.
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Figure 6.9: Point Walter experiment results

Fremantle Marina

Description: This area was right at the sea, but surrounded by stone walls so there are barely
any waves. The point where the robot was put in the water was characterized by a steep slope
made of loose stones which leads down to a flat sandy ground with a few plants and some

man-made objects like pipes and a chair.

103



CHAPTER 6. EXPERIMENTAL EVALUATION OF MONOCULAR
ORB-SLAM2 IN UNDERWATER ENVIRONMENTS

(a) Sunny_rectangle (b) Cloudy_circle
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Figure 6.10: ORB-SLAM2 trajectory estimates for Point Walter experiments

So far, all described experiments had been performed at very shallow areas with the ROV at
the water’s surface or just beneath it. The goal of the experiment Ezploring slope was to test
how ORB-SLAM?2 would work when varying the depth and moving to deeper areas. The slope
at this spot allowed to follow it to a depth of about three meters. For this experiment the ROV
was moved around this area in wide circles while moving up and down the slope.

The second and third datasets (Along rocks and Hull) were recorded at nighttime. In this
area there are a lot of submerged objects like a shopping cart, a tyre and two large pipes. The
ROV was driven back and forth along the slope so it could observe the objects from different
viewing angles.

For the Hull dataset the ROV was driven along the side of the hull of a boat anchored in
the marina. This was done to see whether ORB-SLAM2 is able to deal with the ROV’s camera
facing upwards and no other visible surroundings but the submerged part of a boat as shown in
Fig. 6.13 (c).

Evaluation: As is visible in Fig. 6.11 (a) tracking works perfectly for the first dataset. ORB-
SLAM2 is able to track every single frame and never gets lost in any of the 10 test runs.
Fig. 6.12 (a) shows the estimated trajectory from above a few frames before the algorithm

detects a loop. As can be seen there it is able to track the ROV’s movement back to the starting
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point without much error and it is able to do this over a long path with varying depth.
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Figure 6.11: Fremantle Marina experiment results

Experiment Along rocks validates that ORB-SLAM2 is also able to track the robot’s
movement at night. But, even though it was possible to track the ROV for almost all frames
(TF% = 93.5%), there is a major flaw within its result— after the ROV has reached the point
furthest away from the start and turns around, ORB-SLAM?2 does not reuse the map already
created but rather creates a complete second map of the same environment. This effect is visible
in Fig. 6.12 (c) where there are two representations of the pipe in the created map. As soon as
the first loop is closed the drift is corrected as shown in Fig. 6.12 (d). ORB-SLAM2 however
does not remove the duplicate points, but uses one part of the map for going in one direction
and the other for the other direction. With regard to the Hull experiment, ORB-SLAM2 looses
tracking very quickly. This happens because the lights on the BlueROV2 cannot be turned up
far enough which leads to only small parts of the hull being visible as shown in Fig. 6.13 (c).
Because ORB-SLAM2 is not able to relocalize for the remainder of the experiment, it is repeated
with automatic resetting after 30 frames of failed relocalization. As is visible by the difference

between Fig. 6.11 (c) and (d) it misses out on a lot of tracking opportunities by permanently
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trying to relocalize.
Another problem that was apparent during this experiment is that when the boat moves,
ORB-SLAM2 mirrors this movement onto the ROV. In Fig. 6.12 (d), part of the mapped hull

is shown.

Omeo Wreck, Coogee Beach, Perth

Description: The Omeo was a trading ship that sunk in 1905 close to the shores of Perth [227].
Since the wreck lies only about 20 meters form shore it was very easy to access. For this
experiment, the ROV was driven up and down the length of the wreck. The footage contains a

mix of structured and unstructured surroundings as the wreck lies on sandy ground.

Evaluation: As is visible in Fig. 6.14(a), ORB-SLAM2 loses track of the robot’s movements.
This is mostly due to the described mix of unstructured and structured areas present in the
dataset. While the ROV moves around structured areas tracking works well and the estimated
trajectory closely follows the robot’s motion. When moving over unstructured areas tracking
quickly fails because it cannot find enough features. This problem is demonstrated in Fig. 6.15.

Even though the data offers a lot of opportunities for loop closing and relocalization, ORB-
SLAM?2 is not able to pick up on most of them. For some this most likely happens because the
change in viewing angle is too large, but in other cases the algorithm does not pick up on the
possibility although the viewing angle is similar. This circumstance leads to tracking mostly
being lost early on with only a few runs being able to track over a longer time.

When resetting the algorithm after 30 frames instead of waiting for relocalization the overall
tracked frames can be increased a lot (T'F% = 90%). The bar plot can be seen in Fig. 6.14
(b). This also allows for the detection of loop closures which highly improves the estimated

trajectory. The result is shown in Fig. 6.16.

Open Sea, West of Fremantle, Perth

Description: The robot was launched from a boat directly into the sea. The goal of this
experiment was to test how ORB-SLAM2 would react to all the conditions that come with
working in the open sea. These datasets included heavy movements due to strong surge, lots of
marine life, long algae which moves with the water and, since it was recorded on a sunny day;,
very dynamic lighting.

Dataset Reef incorporated many of these problematic conditions. In this dataset the ROV
started at a depth of about one meter and slowly moved down to 5.5 meters while moving along

large rocks covered in algae and coral. Since the robot started close to the surface there were
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rays of light moving through the water for the first half of the dataset. Furthermore, there was
a lot of wildlife at this spot with schools of fish circling the robot, as can be seen in Fig. 6.17
(a). Since there was a strong surge the algae on the rocks moves a lot.

In dataset Poles the robot started at the ground at about 5.5 meters in an area with three
wooden poles covered in coral which stretch from the bottom of the sea to above surface level.
Here the ROV moved along a piece of wood which lies on the sea bed to where the three poles
were and then moved along the poles standing upright. After this, the ROV followed a pole all
the way from the floor to the surface and back down before it leaves the scene along the piece
of wood where it began. This area also contained quite a bit of movement since there was heavy

surge, fish and moving algae.

Evaluation: Fig. 6.18 (a) demonstrates that ORB-SLAM2 cannot handle the highly dynamic
environment the Reef dataset was recorded in. Most tests completely fail to track even a single
frame (TF% <1).

It is worth noting that the problematic effects of sunlight weaken with depth is further
reinforced by dataset Poles. In this dataset the robot starts at a depth of about 5.5 meters and
shows no trouble with initializing, even though the data was recorded on the same day with
only a short boat ride between them.

Overall, the results produced on this dataset are much better in comparison to the reef
dataset. In this case, the TF% achieved is almost 97%. There is, however, also a significant
amount of tests where tracking is lost due to a quick movement (i.e. around frame 2000), as
shown in Fig. 6.18(c). Asis also the case for datasets Along rocks in Fremantle and Along wreck,
in the Omeo Wreck, the TF'% and therefore, the overall gathered information, can be increased
by resetting the algorithm when it tries to relocalize for too long.

Due to its three-dimensionality this is a dataset for which it is very easy to follow whether
ORB-SLAM?2’s estimation is accurate or not. The results are presented in Fig. 6.19. As can be
seen there the algorithm is able to create an accurate estimation of the three vertical poles and

how the robot moved around them.

6.5 Results

6.5.1 Monotony

The problem of having areas with minimal structural change is observable multiple times
within the executed experiments. Especially, the datasets from Point Walter and Omeo Wreck

contain a lot of monotonous areas. What is interesting about these datasets is that the results
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on the two different locations vary a lot. The experiments show that monotonous surroundings
can be an issue for ORB-SLAM2’s tracking, but it only really becomes a problem when the
areas are both monotonous and low in texture. While tracking gets lost often due to low texture
areas in the Omeo Wreck experiment, the experiment at Point Walter proved to have one of the
best overall results. The reason for this is depicted in Fig. 6.20. As is evident ORB-SLAM?2 is
not able to extract enough features in low texture areas, Fig. 6.20 (a), as there are little corners.
As soon as there are a few spots of different color on the ground as in Fig. 6.20 (b) the algorithm

is able to extract more features which helps with tracking.

6.5.2 Turbidity

Having particles flowing in the water is something that can be observed in every single dataset
collected. In practice ORB-SLAM2 has demonstrated that this is mostly not a problem. Fig. 6.21
demonstrates this, as can be seen in the upper right corner of Fig. 6.21 (a), ORB-SLAM?2 does
extract features from particles floating on the top. Fig. 6.21 (b) however shows that none of
these features were considered a match.

Even though ORB-SLAM2 does extract features from particles, in most cases these are not
matched. This happens mostly due to the fact that features extracted from particles move
differently between frames than the features on the ground do. In spite of proving that good
results can be achieved in the presence of turbidity, it was not possible to rule out that they

have an influence on the outcome.

6.5.3 Dynamics

The dynamical nature of the underwater environment is most noticeable in those datasets
recorded in open sea. There are fish swimming through the images, algae moving with the
surge and strong currents and waves moving the robot in unexpected ways. The impact of these
dynamic changes on ORB-SLAM?2 is most apparent during initialization (Fig. 6.18 (a)). As
shown in Fig. 6.22 the algorithm tends to produce false feature matches during initialization
when there is a lot of motion in the scene. This often leads to a repeatedly failing initialization.
In Fig. 6.22, green lines connect feature matches between the initial and the current frame.
In normal cases the green lines produced align with the motion of the robot. As in dynamic
environments the features extracted move independent from how the robot moves ORB-SLAM?2
creates wrong matches and often fails to initialize.

Nevertheless, once the algorithm is able to initialize, the dynamic movements do not seem
to have an effect on the tracking result anymore. Much like it is the case for turbidity the

movement causes the features to move too much which results in ORB-SLAM?2 not tracking
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them. Fig. 6.23 shows an image of moving algae, in the presence of moving objects ORB-SLAM2
is not able to match features extracted within these objects. Instead it only tracks points which
are in areas with little motion as can be seen in this image where most tracked features lie
between the moving algae.

But, even if there is no direct observable influence on the quality of tracking it can easily

cause tracking to fail due to not being able to find enough matches.

6.5.4 Lighting

Lighting is definitely the environmental influence with the biggest impact on the results
of ORB-SLAMZ2. This is especially apparent when looking at the results of the Point Walter
experiments. The datasets from Point Walter were recorded on two different days with different
lighting conditions. While ORB-SLAM2 cannot even initialize (Fig. 6.9 (a), (b)) in the datasets
during a sunny day, the results on the datasets with cloudy weather proved to be some of the
best overall. The problems on datasets with a lot of sunlight stem from the light ripples on
the ground shown in Fig. 6.8 (a). As can be seen in Fig. 6.24, the ripples on the floor move a
lot even in the short time between two images (less than 100 ms) which makes the scene very
dynamic and keeps ORB-SLAM?2 from matching the features. These ripples will ORB-SLAM?2
to detect many features along them.

Furthermore, the lighting also causes reflections in the ROV’s casing as in the upper left
corner of the images above. It also makes particles in the water more reflective and leads to
even more features extracted on these. All these effects combined make the scene so highly
dynamic that initialization constantly fails.

The negative effects of sunlight decrease when moving to deeper depth as shown in the
datasets from the sea. Once the ROV moves below 3-4 meters the ripples are less noticeable

and initialization is more likely to be successful.

6.6 Chapter Summary

The evaluation performed on over 40 different datasets in varying environments showed that
ORB-SLAM?2 performance is satisfactory given scenarios with sparse features and low light
flickering. However, it also shows that the algorithm struggles with some of the characteristics
of the underwater environment such as highly dynamic lighting and surroundings with lots of
moving objects like fish and algae.

Light flickers and turbidity overlay real features and move rapidly creating inconsistent

ORB features among consecutive frames causing the algorithm to lose track or never initialize.
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Different image processing can be used to reduce degradation effects in underwater images [228]
such as filtering and contrast enhancement [229]|230]. A polarizer can also be used to reduce
illumination problems [231]. Recent approaches like [232] or [233] were able to show that using
illumination invariant image transformations as proposed in [234| could greatly improve on the
problem introduced by varying lighting conditions.

Low-texture areas as sand patches are difficult for ORB-SLAM to find relevant features. A
very interesting idea for overcoming this would be to mix feature-based methods with dense
approaches as in DTAM and Distributed Particle (DP)-SLAM [235] based on visible gradients.

Fast large moving objects and fast movements of the robot cause the algorithm to lose
tracking. After this, the algorithm tries to relocalize and ignores a lot of new information. To
overcome this, whenever tracking is lost two threads could be started, one thread that tries to
relocalize within already known maps and another thread that starts the normal initialization
and tracking process. When initialization is successful a new map is created which can be
merged with existing maps once the relocalization thread finds a match within an older map.

As already proposed by the ORB-SLAM2 authors in [236] introducing the usage of Inertial
Measurement Unit (IMU) measurements into the algorithm can overcome some of the problems
linked to monocular SLAM such as scale drift while simultaneously estimating gyroscope and
accelerometer biases. Furthermore, it also allows to extract direction of gravity which allows to
create maps aligned with the actual environment.

The results presented in this chapter can be used as a baseline to compare future improvements
of the algorithm. As can be seen from our results, there is still a lot of room for improvement
for ORB-SLAM2 in the underwater environment. Especially filtering the images, to overcome
lighting problems; combining feature-based with dense approaches, to handle monotonous areas
and; including motion or positioning sensors, to improve heading, scaling and loss of tracking;

could greatly improve the results.
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Figure 6.12: ORB-SLAM2 results for Fremantle Marina experiments
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Figure 6.13: Fremantle Marina experiment sample images
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Figure 6.14: Omeo wreck experiment results
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(a) Low number of features found, mostly grouped in (b) High number of features found, good distribution
a smal area in the frame

Figure 6.15: Images showing problematic feature detection on areas consisting mainly of sand.
While ORB-SLAM2 can find a lot of features in structured areas it is barely able to find any on
sandy ground.

Figure 6.16: ORB-SLAM2 results for Omeo Wreck experiment
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(a) Reef (b) Poles

Figure 6.17: Boat experiment sample images
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Figure 6.18: Boat experiment results
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Figure 6.19: ORB-SLAM2 results for Boat experiment

(a) Low texture area in Omeo Wreck experiment (b) High texture area in Point Walter experiment

Figure 6.20: A comparison of extracted features in monotonous areas with low (a) and high
texture (b). The red dots resemble extracted corners
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(a) Features extracted (b) Matches found

Figure 6.21: A frame showing algae covered rocks taken from dataset exploring slope. (a)
shows the extracted features in red. (b) illustrates matches found between the last frame’s and
the current frame’s features in green.

Figure 6.22: Initialization in a highly dynamic environment
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Figure 6.23: Tracking in a scene with moving algae

(a) (b)

Figure 6.24: Feature extraction on two consecutive images of dataset Rectangle from Point
Walter
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Chapter 7

Conclusions

7.1 Summary

This thesis presented research and developments in underwater robots implementation and in
Simultaneous Localization and Mapping (SLAM) applied to marine scenarios. Instrumentation
and hardware were reviewed into the implementation of an Remotely Operated Vehicle (ROV) for
scientific environmental research as well as into a development framework for robots. Furthermore,
different approaches to SLAM applied to underwater robots were reviewed and compared. Special
emphasis to vSLAM was given to exploit advances in computer vision related to feature detectors
and descriptors.

The first part of this thesis is related to underwater robot hardware. In Chapter 2, we
built and tested an ROV-based acquisition system for scientific research based on the studies
performed by the Instituto del Mar del Pera (IMARPE). We proposed the integration of sensors
into a single platform to record data for scientific research. In Chapter 3, we introduced a
robotics control framework based on a low-level interface board and a set of software libraries
applicable to underwater robots, and we used it to upgrade two AUVs. The framework proved
to be successfully integrated into underwater robots and allowed a modular control structure.

The second part of this dissertation focused on SLAM in underwater robots. In Chapter
4, we reviewed, and evaluated three main frameworks for a simulated dataset. We showed
how the separation of SLAM into front-end and back-end allows processing a single dataset
into three different algorithms, as well as the improvements in the estimation of the robot’s
pose and detected landmarks. A table that compiles selected works in underwater SLAM was
also presented. In Chapter 5, we started to focus on vSLAM, by evaluating different feature
detectors and descriptors in their application to vSLAM for underwater environments. We

collected and made public a collection of underwater video footage in a variety of conditions.
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The evaluation showed the suitability of all the detectors and descriptors to vSLAM, resulting in
Oriented FAST and Rotated BRIEF (ORB) being the less computationally expensive with one
of the best performances in matching features in consecutive frames. In Chapter 6, we applied
the vSLAM approach ORB-SLAM2 into the collected datasets and evaluated its performance.
It showed acceptable performance in uniform light conditions but, struggled against the light
caustic pattern and non-uniform illumination, as well as in low textured backgrounds such as

sandy areas.

7.2 Findings
This research results in four main conclusions:

e Different mobile robot frameworks can be used to develop underwater robots. The one
proposed in Chapter 3 worked successfully in the upgrade of two AUVs and it allows

further development and integration to higher levels of control. (Chapters 2 and 3)

e SLAM algorithms applied to underwater robots improves the estimation of the robot
pose. The front-ends and back-ends from different approaches can be adapted to be
interchangeable, being the graphSLAM back-end a promising approach especially for their
suitability to vSLAM. (Chapter 4)

e Algae, sand patches, rocks, debris, and poles show identifiable features to Scale Invariant
Feature Transform (SIFT), Speeded-Up Robust Features (SURF), ORB, Binary Robust
Invariant Scalable Keypoints (BRISK) and Accelerated-KAZE (AKAZE) extractors which

allows the application of vSLAM in underwater environments. (Chapter 5)

e Underwater images altered by illumination effects such as non-uniform illumination and
caustic patterns showed challenges at the time of matching features among frames hindering
the application of vSLAM. Underwater enhancement algorithms improve the performance

of feature detectors in these scenarios. (Chapters 5 and 6)

7.3 Future Work and Open Problems

The hardware and software implementations in Chapters 2 and 3 are a gateway to different
applications and further developments. Preliminary tests were done on the ROV for scientific
research, but the final goal for it is to be incorporated as a regular tool for the regular surveys

conducted by the IMARPE. Proper methodology and validation have to be completed first in
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cooperation with the developers. Additionally, the sensors such as the Inertial Measurement
Unit (IMU) and the depth sensor can be exploited in assisted navigation (constant depth,
orientation, and both) as the BlueROV2. Localization is essential in data collection, therefore, it
is necessary to implement sensor fusion as well as the SLAM applications described in Chapters
4 and 6 for geo-referencing.

Similarly to the ROV, the AUVs implemented using the Eyebot platform in Chapter 3
offers a variety of future development options towards autonomous navigation. There are many
packages for robotics applications available for Robot Operating System (ROS) that can be
exploited easily thanks to the ROS integration that Eyebot offers and the simulation platform.
A future integration of the EyeSim VR with ROS is also planed.

SLAM based on graph optimization is getting popular especially in visual SLAM (vSLAM).
The application of monocular ORB-SLAM?2 in underwater environments presented in Chapter
6 showed an acceptable performance as a baseline for future development. In the case of the
use of monocular cameras, the robot trajectory and the map need to be scaled afterward since
they do not capture depth and the 3D abstraction is based on an initialization module. The
integration of conventional onboard sensors such as the IMU and a pressure sensor into the
vSLAM algorithm is advisable. In Chapter 4 we showed the use of Kalman Filter (KF) and
Particle Filter (PF) approaches to fuse sensor information to improve the accuracy of the pose
estimation. These elements can be incorporated in a more complex SLAM approach exploiting
the heading provided by the IMU and the almost absolute depth obtained by the pressure
Sensor.

The most salient problems found in Chapter 5, regarding the features detected in underwater
images, are plain areas such as sandy seafloors and light alterations, especially in a caustic
pattern. There is little to do to expose detectable features in sandy areas, although this situation
improves when the robot captures images close to the sand the re-observation of them is not
guaranteed. In the case of caustic patterns, the problem is that features get extracted from
the patterns generated overlaying actual features from the scene. A couple of underwater
image enhancement algorithms were tested demonstrating a slight improvement in the features

extracted and matching features in consecutive frames.
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Appendix A

Connection Diagram
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Appendix B

ORB-SLAM2 Experiments: Bar Graph Evaluation
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Appendix B

The following Appendix presents the evaluation of the bar graphs of ORB-SLAM?2 applied
10 times to different 12 underwater images datasets (Fig. 1 to Fig. 12) to support the results
presented in Chapter 6. Please refer to Section 6.4.2 for a detailed explanation of the tests and
the definition of the bar graph.

From Fig. 1 to Fig. 4 the bar graphs present the same behavior. The initialization part (in
yellow) requires special conditions such as higher number of matches and inliers to compute the
Homography or Fundamental Matrix that will rule the tracking process afterwards. Therefore,
it is possible to find different performances at this stage as shown in Fig. 4(a) and (h) where
the difference is up to 50 frames to initialize.

From Fig. 5 to Fig. 8 the behaviors are the same but, differ in a larger number of frames
such as the case of Fig. 4(f) which takes 2000 frames to relocalize compared to the average (less
than 50 frames) to relocalize for the rest of tests.

From Fig. 9 to Fig. 12 a variety of behaviors is observed but, they all present problems of
losing track at certain point. Fig. 9(e) shows around 700 frames of lost track compared to no
lose of track for other 8 runs.

In conclusion, the application of RANSAC at the time of defining the number of inliers
in connected frames makes ORB-SLAM?2 a highly non-deterministic algorithm as proven ex-
perimentally with the previous results. Nevertheless, the largest variations occur when the
images are highly affected by the challenges of dealing with underwater images. Therefore,
under favourable conditions of the underwater images, such as uniform illumination and low
monotony, the algorithm will provide a consistent result despite its non-deterministic nature.
Additionally, if the algorithm presents several losses of track and the need of relocalization, it is
very likely to be a bad dataset for applying ORB-SLAM?2 due to the challenges described in
Chapter 5 and 6.
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Figure 1: Dataset 1
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Figure 2: Dataset 2
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Figure 4: Dataset 4
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Figure 6: Dataset 6
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