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Abstract

This dissertation investigates the techniques for monocular-based vehicle detection. A

novel system that can robustly detect and track the movement of vehicles in the video

frames is proposed. The system consists of three major modules: a symmetry based

object detector for vehicle cueing, a two-class support vector machine (SVM) classifier

for vehicle verification and a Kalman filter based vehicle tracker.

For the cueing stage, a technique for rapid detection of all possible vehicles in the image

is proposed. The technique exploits the fact that most vehicles’ front and rear views are

highly symmetrical in the horizontal axis. First, it extracts the symmetric regions and

the high symmetry points in the image using a multi-sized symmetry search window.

The high symmetry points are then clustered and the mean locations of each cluster

are used to hypothesize the locations of potential vehicles. From the research, it was

found that a sparse symmetry search along several scan lines on a scaled-down image

can significantly reduce the processing time without sacrificing the detection rate.

Vehicle verification is needed to eliminate the false detections picked up by the cueing

stage. Several verification techniques based on template matching and image classifi-

cation were investigated. The performance for different combinations of image features

and classifiers were also evaluated. Based on the results, it was found that the Histogram

of Oriented Gradient (HOG) feature trained on the SVM classifier gave the best perfor-

mance with reasonable processing time.

The final stage of the system is vehicle tracking. A tracking function based on the

Kalman filter and a reliability point system is proposed in this research. The function

tracks the movement and the changes in size of the detected vehicles in consecutive
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video frames.

The proposed system is formed by the integration of the above three modules. The sys-

tem provides a novel solution to the monocular-based vehicle detection. Experimental

results have shown that the system can effectively detect multiple vehicles on the high-

way and complex urban roads under varying weather conditions.
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Chapter 1

Introduction

T
his introductory chapter starts with an overview of the vehicle safety systems for

collision avoidance, then the motivations and objectives of this research is given.

Finally, an overview of the structure of this thesis is explained.

1.1 Driver Assistance Systems for Collision Avoid-

ance

Approximately 1.3 million people die each year on the world’s roads, and between 20

and 50 million sustain non-fatal injuries. If current trends continue, road crashes are

predicted to increase by 65% and become the fifth leading cause of death by 2030 [1].

In economic terms, the direct costs due to road traffic injuries have been estimated at

US$ 518 billion and cost governments between 1–3% of their gross national product

(GNP) [2]. The high fatality rate and economic costs have prompted the United Nation

to launch a global program—”Decade of Action for Road Safety 2011-2020” in May

2011. The goal of the program is to stabilise and reduce the forecast level of road traffic

accidents [3]. One of the initiatives in the program is to promote more widespread use

of crash avoidance technologies for vehicles.

One of the main technologies for crash avoidance are driver assistance systems. The

purpose of the driver assistance systems is to perceive the surrounding using different

sensors, identify critical situations and provide the information to the driver. In extreme

17
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cases, the system may even take automatic evasive action to prevent a collision. Exam-

ples of driver assistance systems for crash avoidance are such as the forward collision

warning, brake assistance and lane departure warning systems. These are part of the

active safety systems since they take proactive steps to prevent an accident before it hap-

pens. On the other hand, passive safety systems such as seatbelts, airbags and crumple

zones reduce the severity of injuries during a collision. Figure 1.1 shows the timeline of

a collision and different active and passive safety systems that operate at different time

intervals, before, during and after a collision.

Figure 1.1: Figure shows different active and passive safety systems that operate at different
time intervals, before, during and after a collision.

Passive safety systems have been widely employed for many years and it has almost

reached its full potential for reducing the number of casualties [4]. The focus in automo-

tive safety systems is now on the driver assistance systems for preventing the accident

itself.

1.1.1 Sensors for Driver Assistance Systems

Different sensors can be used to collect the information about the road conditions for a

driver assistance system. These sensors can be categorised into two main groups: ac-

tive and passive sensors. Active sensors such as radar transmit radio waves into the

atmosphere. The signals are reflected by other objects and captured by a detector. The



1.2. PROBLEM STATEMENTS AND MOTIVATIONS 19

distance of the object can be calculated by measuring the time travelled by the signals.

Other active sensors use the same concept but operate at different regions of the elec-

tromagnetic spectrum, for example LIDAR (Light Detection and Ranging) uses infrared

signals and LADAR (Laser Detection and Ranging) uses laser waves. The main advan-

tage of the active sensors is their capability to measure distance directly without requiring

high computational resources. They are also more robust to environment variation such

as illumination changes caused by shadow, fog, rain or different times of day.

Optical sensors such as normal cameras are the most common passive sensors used in a

vision-based driver assistance system. Such sensors have attracted a lot of attention in the

past decade because of the availability of low cost and high resolution cameras as well as

the increasing processing speed of computers. Another key advantage of using an optical

sensor is its ability to give a richer description about the vehicle’s surroundings compared

to the active sensor. Some applications such as lane detection and object identification

have to rely on the captured visual images to extract the required information. The

passive sensors are also free from interference problems commonly faced by the active

sensors.

However, detection based on the optical sensor is highly dependent on the quality of

the captured images, which can be easily affected by the lighting and environment con-

ditions. Therefore, vision based vehicle detection systems require more complicated

image processing algorithms and higher computational resources to extract the required

information from the captured images. Table 1.1 lists the pros and cons of using the

active and passive sensors for driver assistance application.

1.2 Problem Statements and Motivations

One of the main research areas for driver assistance systems is the development of algo-

rithms for vehicle detection. The algorithms analyse the surrounding information cap-

tured by the onboard sensors. Although the technology of millimetre-wave radar for

vehicle detection has been well established, it is yet to achieve mass acceptance due to

its higher cost. On the other hand, vision sensors offer a significant cost saving to the
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Table 1.1: Comparison of using active and passive sensors for vehicle detection

Type of sensor Advantages Disadvantages
Active sensor 1. Able to measure distance 1. Same type of sensors will
(Radar, Lidar, Laser) directly with less computing interfere with each other when

resources operating close to each other

2. Longer detection range 2. Higher cost
compared to optical sensor

3. Lower spatial resolution
3. More robust compared to
optical sensor in foggy or rainy
day, during night time or on
roads with complex shadows.

Passive sensor 1. Lower cost, easier to install 1. The quality of the captured
(camera) and maintain images depends on the lighting

and weather conditions.
2. Higher resolution and wider
view angle 2. Requires more computing

resources to process the captured
3. Extensive information can be images
extracted from the visual images.

system, and yet they can capture more visual details of a vehicle. However, detecting

vehicles from video images is a challenging task. One major drawback in particular

the monocular-based system is its inability to measure depth information directly. It

has to rely on the visual cues to detect the vehicles. Below are the main challenges of

vision-based vehicles detection for driver assistance applications:

1. The image background may be cluttered with other stationary objects. This

is especially obvious for the urban road scenes. The background objects such as

buildings, sign boards, shadows and vegetation may obscure the vehicles in the

image.

2. Images are captured from a moving platform. The captured images may con-

tain vehicles and other objects at different distances, in a background that con-

stantly changing, when the test vehicle is moving. This makes the background

subtraction technique commonly used to detect objects in a video surveillance

system unsuitable for this usage.
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3. Variable outdoor illumination conditions. The illumination of the road envi-

ronment may change during different times of day and under different weather

conditions. This may affect the quality of the captured images.

4. The need for real-time performance. For driver assistance applications, the sys-

tem must run in real-time in order to detect any potential dangerous situation and

provide timely warning for the driver to take evasive action. Therefore, the detec-

tion algorithms have to be fast.

5. The need for a robust system. The detection system has to be robust, since a

critical miss may lead to an accident. On the other hand, too many false alarms

may divert the driver’s attention.

Due to the above challenges, vision-based vehicle detection requires the application of

sophisticated computer vision techniques to segment the vehicles in the images. Al-

though many techniques have been proposed in the literature since the 1990s (a review

is given in Chapter 2), it still remains as an active research area. The current availability

of higher resolution cameras and faster processors has opened up the new possibility of

using more computationally extensive techniques such as machine learning for real-time

vehicle detection.

The motivation of this research is to extend the current knowledge of applying computer

vision and machine learning techniques for monocular-based vehicle detection. The

findings will contribute to the development of a more affordable camera based crash

avoidance system that can be widely employed in different ranges of vehicles.

1.3 Objectives

The main objective of this research is to develop a robust monocular-based vehicle detec-

tion system. The system uses a single camera installed behind the windscreen to capture

the road images in front of the test vehicle. Vehicles are detected by analysing the cap-

tured images using computer vision and machine learning techniques. This research will
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focus on the detection of preceding vehicles during daytime in various weather condi-

tions.

The main outcome of the research is a robust technique for monocular-based vehicle

detection. The technique combines different algorithms developed in three stages—

vehicle cueing, vehicle verification and vehicle tracking. It can be used as the core

component for other higher level driver assistance applications such as collision warning

and brake assistance systems.

1.4 Thesis Organisation

Figure 1.2 shows the thesis organisation and the dependencies among the chapters. Fol-

lowing this introductory chapter, a review of the literature on the existing vision-based

vehicle detection techniques is given in Chapter 2. The review will focus on the dif-

ferent stages of a vision-based vehicle detection system. Each of these stages is directly

related to the work presented in Chapter 3, 4 and 5.

Chapter 3 presents the symmetry-based vehicle cueing technique proposed in this re-

search. Chapter 4 begins with the evaluation of different vehicle verification techniques.

It continues with the discussion of the proposed classifier based vehicle verifier. Chap-

ter 5 explains the vehicle tracking function and the integration of Kalman filter and a

reliability point system to smooth the tracking.

Chapter 3 to 5 form the three main modules of the proposed vehicle detection system.

The integration of these modules and the experiments to evaluate the complete system

are presented in Chapter 6. Finally in Chapter 7, the conclusion and the recommenda-

tion for future work are given.

Part of the work presented in this thesis has been published in the following journal paper

[5]:

“Soo Teoh and Thomas Bräunl. Symmetry-based monocular vehicle detection system,

Machine Vision and Applications, 2011, DOI:10.1007/s00138-011-0355-7”
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Figure 1.2: Thesis organisation





Chapter 2

Review of Vision-based Vehicle

Detection Techniques

T
his chapter reviews some of the current literature related to vision-based vehi-

cle detection. The techniques are divided into different categories based on their

detection approach and processing stage. Some representative systems will also be de-

scribed.

2.1 Introduction

The most common approach of vision-based vehicle detection consists of the following

two stages [6]: vehicle cueing and vehicle verification (Figure 2.1). The purpose of the

cueing stage is to search through the whole image to find all possible vehicle candidates.

Then the verification stage validates the identified candidates as either vehicle or non-

vehicle. Once a vehicle is verified, it be passed to a tracking function which monitor

the movement of the vehicle in consecutive video frames. When moving from one stage

to the following stage, the amount of information to be processed is reduced. This will

allow more sophisticated and time consuming algorithms to be carried out on a smaller

region of the image.

Although it is possible to skip the cueing stage and just using a verifier to scan for ve-

hicles in the whole image, this approach is not commonly used since it requires a high

25
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computational load. Most verification algorithms are computationally intensive and ap-

plying them on every region of the image will be very time consuming.

Figure 2.1: The two-stage approach for vision-based vehicle detection

The following sections review some current techniques for vehicle cueing and verifica-

tion. The review will focus on the monocular based vehicle detection techniques. Some

representative systems for each technique will also be described.

2.2 Monocular-based Vehicle Cueing Techniques

The purpose of vehicle cueing is to identify the possible vehicle locations in the captured

image and mark them as regions-of-interests (ROIs). For a system with radar and vision

fusion, the determination of ROIs is done by analysing the distance and the relative

speed information collected by the radar. Different vision and radar fusion techniques

were proposed in [7–9]. For systems with stereo cameras such as in [10–12], the dis-

parity map or the inverse perspective mapping computed from the stereo images was

used to find the possible vehicle locations. For a monocular-based system, the deter-

mination of the vehicle locations has to be done by analysing the vehicle’s motion or

appearance. The motion based technique requires the analysis of several image frames

to detect moving objects based on their optical flows. On the other hand, the appearance

based vehicle detection technique analyses a single image to find visual cues to segment

the vehicles. The following subsections explain these two techniques and review some

of the representative literature.
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2.2.1 Motion Based Vehicle Cueing

Motion based approach exploits the temporal information to detect vehicles. The optical

flow fields from a moving vehicle can be calculated by matching pixels or feature points

between two image frames. Dense optical flow such as the method suggested by Horn

and Schunck [13] matches every pixel in the image based on their intensity. This tech-

nique requires huge computational effort and therefore is not so suitable for real-time

application. On the other hand, sparse optical flow tracks a set of specific features from

a vehicle such as corners [14] or color blobs [15]. After the optical flow fields are cal-

culated, moving objects can be segmented from the image by clustering the fields based

on their positions, magnitudes and angles.

A motion based vehicle detection system called Scene Segmenter Establishing Tracking

(ASSET-2) was proposed by Smith in [14]. The system uses features based (sparse) op-

tical flow for motion estimation. First, the corner’s features in the image was extracted

using either the Smallest Univalue Segment Assimilating Nucleus (SUSAN) [16] or Har-

ris [17] corner detectors. Then the features are tracked over several frames to create the

optical flow fields. A ‘flow segmenter’ is used to cluster the fields based on their flow’s

variations. Finally the bounding box and centroid of the resulting clusters are calculated

and used as the hypothesised vehicles. The system requires high computational load and

therefore they used special hardware acceleration to attain real-time performance.

(a) (b)

Figure 2.2: ASSET-2 sparse optical flow based vehicle detection. (a) The flow vectors. (b)
Result of clustering the flow vectors and their bounding boxes. (Figures taken from [14]).

A similar vehicle detection system proposed by Yanpeng et al. [18] uses the SUSAN

features to estimate the sparse optical flow fields. They proposed a technique to improve
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the flows calculation using a 3-D Pulse Coupled Neural Network (PCNN) [19]. In their

experiments, they showed that the accuracy of the motion based detection depends on the

relative speed between the host and the preceding vehicles. Vehicles with small relative

speed (< 10 km/h) achieved low detection rate (69.1%). For this reason, they also used

appearance based technique (shadow underneath the vehicle and edges) in the detection.

A technique for grouping the clusters of optical flow into individual moving objects was

proposed by Willersinn et al. [20] (Figure 2.3). First, the detected clusters are projected

into a plane (P) which is parallel to the road surface. Starting at point W, which has

been identified as an outer boundary point of a vehicle, a search area is set up based

on the expected minimum and maximum vehicle’s width. If the search is successful,

a coordinate is calculated using the coordinates of all compatible flow clusters found

in that area. This coordinate is used to estimate the width and the centre point of the

vehicle.

Figure 2.3: Search windows (A1 and A2) are set up on plane P to group the corresponding
clusters for each vehicle. (Figure taken from [20]).

A motion based method is effective for detecting moving objects, however it is compu-

tationally intensive and requires analysis of several frames before an object can be de-

tected. It is also sensitive to camera movement and may fail to detect objects with slow

relative motion. This is a major disadvantage for driver assistance applications since the

onboard camera may vibrate when the vehicle is moving and the relative motion between

the test vehicle and a distant vehicle is usually small.
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2.2.2 Appearance Based Vehicle Cueing

The appearance-based cueing technique detects vehicles based on some specific appear-

ances of a vehicle’s rear view. Examples of the appearances are the shadow underneath

the vehicle [21, 22], vertical and horizontal edges [23], corners [24], symmetry [25–

30], texture [31], colour [32] and the vehicle’s lights [33, 34]. They are reviewed in the

following subsections.

Shadow Underneath The Vehicle

The shadow underneath the vehicle which is usually darker than the surrounding road

surface can provide a cue for vehicle location. In [21], Christos et al. evaluated the

histogram of the paved road to find a threshold for segmenting the shaded areas on

the road. The locations of shaded areas together with edge information are used to

hypothesise the location of vehicles (see Figure 2.4).

Detection based on the shadow is simple and fast. However, it may fail when the colour

of the road pavement is uneven or when the road surface is cluttered with shadows from

nearby buildings, overhead bridges or trees. In the morning or evening, a long shadow

is cast at one side of the vehicle. This will produce a hypothesised location which is not

at the centre of a vehicle.

(a) (b) (c)

Figure 2.4: Vehicle cueing based on shadow. (a) An example road scene. (b) Histogram
of road pavement. (c) Image is thresholded to extract the shadow and edges of the vehicle.
(Figures taken from [21]).
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Horizontal and Vertical Edges

Most vehicles’ rear view show strong vertical and horizontal edges. These characteristics

can be used to hypothesise the presence of a vehicle. A group of horizontal and vertical

edges that form a rectangular shape with an aspect ratio between 0.4 and 1.6 are good

candidates for potential vehicles. Different techniques of edge detection can be used.

For example Canny [35], Sobel or morphological [36] edge detections.

Jin et al. [37] used the shadow underneath the vehicle as an initial cue for a possible

vehicle. Then they located the position of the vehicle based on the projection maps of

its horizontal and vertical edges (Figure 2.5). Zehang et al. [38] proposed a multiscale

approach to detect a vehicle’s edges using three different image resolutions. Betke [23]

suggested a coarse to fine search technique to detect distant vehicles. The coarse search

looks for groups of prominent edges in the image. When such groups are found, a finer

search is performed in its surrounding region to locate rectangular shaped objects.

One major difficulty for detecting vehicles based on the horizontal and vertical edges is

due to the interference from outlier edges generated by the background objects such as

buildings, lamp posts or road dividers. It is also difficult to select an optimum threshold

for the edge detection in order to capture most of the vehicle’s edges with minimum

edges from the background.

Figure 2.5: Vehicle cueing based on edge information. (Figure taken from [37]).
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Symmetry

Symmetry is one of the prominent visual characteristics of a vehicle. Most vehicles’

rear or front views are symmetrical over a vertical centreline. Therefore, it is possible

to hypothesise the locations of vehicles in the image by detecting the regions with high

horizontal symmetry. Some of the literature that uses symmetry for vehicle detection are

from Bensrhair et al., Bin et al., Wei et al., Zielke et al., Kuehnle et al. and Du et al.

[26–28, 25, 29, 30].

In general, the proposed symmetry detection technique uses a symmetry operator to

calculate the symmetry value of an image region. Different pixel characteristics can be

used in the calculation. They include gray scale value, binary contour, horizontal edges,

colour and feature points.

(a)

(b)

Figure 2.6: An example of symmetry based vehicle detection: (a) An example road scene.
(b) The plot of intensity based symmetry. (Figures taken from [25]).

Zielke et al. [25] proposed a method to detect the centreline of the leading vehicle based

on the image intensity symmetry. The vehicle’s bounding box is estimated by performing

edge detection and finding pairs of edges that are mutually symmetric with respect to a

detected symmetry axis. Kuehnle et al. [29] proposed a system that uses three different

symmetry criteria for locating vehicles: contour symmetry, gray level symmetry and

horizontal line symmetry. The histograms generated from these criteria are used to find

the vehicle’s centreline.

Symmetry is a useful cue for detecting vehicles. However it requires comparatively
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higher computational load. Some literature such as [37, 39] proposed to use this ap-

proach for vehicle verification where only a small region of the image needs to be pro-

cessed by the symmetry operator. A more comprehensive review on the symmetry based

vehicle detection is given in Chapter 3.

Corners

The general shape of a vehicle is rectangular with four corners. This characteristic can

be exploited to hypothesise the presence of a vehicle. In [24], Bertozzi et al. used four

different image templates (Figure 2.7) to detect all the possible vehicle’s corners in the

image. A possible vehicle is detected if there are four matching corners with enough

edge pixels at the positions corresponding to the vehicle’s sides. In [40], the corner de-

tection process is sped up by using a common double-circle mask to detect all types of

corners (Figure 2.8). The detected corners are then clustered based on their types and

locations. Finally, the features of the corners in each cluster are extracted and used as

the input to an SVM classifier to determine whether it belongs to a vehicle.

Figure 2.7: Four different masks are used to detect the four corners of a rectangle. (Figures
taken from [24]).

(a) (b) (c) (d)

Figure 2.8: A double-circle mask for corner detection (a). In (b), (c) & (d), the mask is
used to detect different shapes of corners. (Figures taken from [40]).

Colour

Colour can be a useful cue for segmenting the vehicle from the background. Most ve-

hicles have a homogenous colour different from the road surface and the background
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objects. This fact is exploited in [32] to segment the vehicles from the images. The au-

thors proposed a color transform model to find the important ‘vehicle colour’ for locating

possible vehicle candidates.

The pair of red brake lights and yellow signalling lights can also be a cue for detecting

the vehicles. In [41], Ming et al. used a colour segmentation technique for detecting

the vehicle’s tail lights. Vehicles are hypothesised from pairs of horizontal light blobs

(Figure 2.9).

(a) (b)

Figure 2.9: Vehicle cueing based on colour: (a) Original image (b) Detected tail lights from
colour segmentation. (Figures taken from [41]).

However, colour based object detection is very sensitive to illumination change and the

reflectance properties of the object. For an outdoor environment, these properties may

change under different weather conditions or during different times of the day. This will

increase the difficulty in vehicle detection based on colour.

Texture

The texture of a vehicle is different from its surrounding road surface or vegetation.

By using statistical analysis on the image’s texture, for example entropy [42] or co-

occurrence matrix [43], the locations of vehicles in the image can be segmented (Figure

2.10).

However, this technique could generate a lot of false detections especially in an urban

environment. This is because the texture for some of the man made structures such as

buildings, sign boards or overhead bridges may resemble a vehicle.
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(a) (b) (c)

Figure 2.10: Vehicle segmentation based on local image entropy. (a) An example road
scene. (b) Image local entropy. (c) Segmentation result. (Figures taken from [42]).

Tail Lights

During night time, the tail lights are the main cue for detecting vehicles when other

features are vague. Yen et al. [33] proposed a system for detecting vehicles at night

time. Vehicles are located by detecting the bright objects that belong to the headlights

or taillights of the vehicles. Bright objects are extracted using spatial clustering and

segmentation. A heuristic rule-based technique is used to analyse the light pattern and

the results are used to hypothesise the location of vehicles.

(a) (b) (c)

Figure 2.11: Vehicle detection based on tail lights: (a) An example of night time road
environment. (b) Bright objects extraction. (c) Result of spatial clustering of the bright
components. (Figures taken from [33]).

Combining Multiple Cues

Some literature uses multiple cues to detect vehicle [44, 23, 22, 45]. For instance in [22],

Leeuwen et al. employed a method that merges shadow, entropy and symmetry features

for vehicle cueing. Their procedure starts with the identification of all image regions

that potentially belong to the shadow underneath the vehicles. Then all the rows with

low entropy in the detected region are removed and its horizontal intensity symmetry is

checked to determine whether it belongs to a vehicle.
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Vehicle detection using multiple cues is more robust since one cue may compensate the

weakness of the other. However, it requires higher computational resources for calculat-

ing the additional cue which might be redundant.

2.3 Vehicle Verification

The output of the cueing stage is a set of ROIs in the image that possibly contain vehicles.

They will be validated in the verification stage where the false detections are removed.

Usually the detected ROIs are cropped from the image, scaled to a uniform size and have

their contrast normalised before the verification process. The verification techniques

can be categorised into two groups: (1) correlation based approaches using template

matching and (2) learning based approaches using an object classifier.

2.3.1 Template Matching

The correlation based method uses a predefined template and calculates the correlation

between the ROI and the template. The resulting correlation value is used as a similarity

measure for vehicle verification. Since there are many possible vehicle’s modals with

different appearances on the road, a ‘loose’ and general template that includes the com-

mon features of a vehicle is usually used. These features include the rear window and

number plate [46], a rectangular box with specific aspect ratio [47] and the “
⋃

” shape

pattern from two vertical edges and a bottom horizontal line [48]. A vehicle could appear

in different sizes depending on its distance from the camera. Therefore, the correlation

test is usually performed at several scales in the ROI. The intensity of the image is also

normalised before the correlation test in order to get a consistent result.

The biggest drawback for the fixed template method is the difficulty in getting a proper

vehicle template that can fit all variants of vehicles. Therefore, instead of using a fixed

generic template, some literature proposed using dynamic templates. In this approach,

once a vehicle is detected using the generic template, the template for the subsequent

detection is created online by cropping the image of the detected vehicle [49].

The advantage of dynamic tracking is that it is able to accurately track different modals of
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vehicles once the vehicle is correctly detected. However, if there is a false detection and

a dynamic template is generated based on the wrong result, all subsequent tracking will

also be wrong. Mingxiu et al. [50] proposed a template update mechanism to address

this problem. The reliability of template matching is measured based on the edges, area

and aspect ratio of the target. The online update of the template is only done when this

reliability measure is above a certain threshold.

Hu et al. [51] have also used a dynamic template method for vehicle verification. How-

ever, the quality of matching and the template update is monitored by estimating their

‘vitality’ values. The ‘vitality’ of a tracked vehicle increases when there is a sequence of

successful template matching, while it decreases after a sequence of bad matches. When

the ‘vitality’ value falls to zero, the vehicle is assumed to be no longer valid and it is

removed from the tracking list.

2.3.2 Classifier-based Vehicle Verification

This approach uses a two-class image classifier to distinguish between vehicle and non-

vehicle. The classifier learns the characteristics of the vehicle’s appearance from the

training images. The training is normally based on a supervised learning approach where

a large set of labelled positive (vehicle) and negative (non-vehicle) images are used. The

most common classification schemes for vehicle verification include Artificial Neural

Networks (ANN) [52], Support Vector Machines (SVM) [53], Mahalanobis distance

[54] and AdaBoost [55].

To facilitate the classification, the training images are first preprocessed to extract some

representative features. The selection of features is very important in order to achieve

good classification results. A good set of features should be able to capture most of the

variability of the vehicle’s appearances [56]. Different features for vehicle classification

have been proposed in the literature; The most common being Histogram of Oriented

Gradient (HOG) [57, 58], Gabor [59, 60], Principal Component Analysis (PCA) [61, 62]

and Haar Wavelets [63, 64].

HOG feature captures the local histogram of an image’s gradient orientations in a dense

grid. It was first proposed by Dalal [57] for human classification. Mao et al. [60]
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used the HOG feature trained on a linear SVM classifier to detect preceding vehicles.

They showed that the system is able to detect vehicles in different traffic scenarios but

no quantitative result was given. Paul et al. [58] proposed a system for classifying

the orientation of a vehicle, where a set of orientation specific HOG features is created

and trained on the SVM classifiers. Their test results show that the orientation specific

classifiers can achieve 88% classification accuracy.

Papageorgiou et al. [63] used Haar wavelets transform to extract the vehicle’s features

and trained them using the SVM classifier. Three oriented wavelets responses: hori-

zontal, vertical and diagonal are computed at different scales to allow a coarse to fine

representation of the wavelets responses. They achieved a 90% detection rate when ex-

perimented on their vehicle data sets. However, a high number of false detections (10

per image) is also reported.

Viola et al. [64] used a similar set of Haar wavelet features but they employed the

AdaBoost training algorithm and constructed a cascade of increasingly more complex

classifiers. The speed up of the Haar feature extraction is achieved by using an integral

image technique. They tested the system for face detection and reported a 76% to 94%

detection rate. However, the system also has high false detection (average 1.3 per image).

In [65], Lienhart et al. addressed this problem by introducing a richer set of Haar-like

features and reported an average reduction in false alarm by 10%. Chunpeng et al.

[66] applied the same framework as [65] to detect cars and buses from video images.

However, the results are not so encouraging since only 71% detection rate (at 3% false

detection) is achieved.

Gabor features capture the local lines and edges information at different orientations and

scales. They have been commonly used for texture analysis of images [67–70]. Zehang

et al. [71] tested the Gabor features trained on the SVM classifier for vehicle detection.

The evaluation results show that the classifier can achieve 94.5% detection rate at 1.5%

false detection. They also show that the classifier outperforms a PCA feature based

ANN classifier. Another paper by the same authors investigated a technique to select

the Gabor parameters (orientation and scale) based on the Genetic Algorithm [59]. They

found that the most important orientations of a filter are consistent with the orientation
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of the vehicle edges, which are at 0◦, 45◦, 90◦ and 135◦. The best scales are also tuned

to encode the implicit information present in vehicle images.

Hong et al. [72] used boosted Gabor features and an SVM classifier for vehicle detec-

tion. Their technique selects the Gabor filter’s parameters (orientation and scale) through

learning from examples. Using this technique, they reported a 96% detection rate.

In [73], Yan et al. combined Gabor and Lagendre moment features for vehicle detection.

They evaluated the performance of the features on the SVM classifiers and reported a

detection rate of 99% at 1.9% false detection. They also showed that these combinations

of features outperform the Haar wavelets features.

Principal Components Analysis (PCA) can be used to reduce the dimension of the image

data by projecting the data into a new sub-space (eigenspace) and extract only the repre-

sentative features. Truong et al. [61] used the PCA to build a feature vector for vehicle,

naming it ‘Eigenspace of vehicle’. An SVM classifier is used for the classification. The

authors reported a 95% detection rate using their test data.

Alonso et al. [74] used the Mahalanobis distance classifier to verify vehicles. Three

different measures are used in the classification: a symmetry measure, a shadow model

likelihood measure and a rectangular likelihood measure. These measures are concate-

nated to form the feature vector. The Mahalanobis distance between a candidate’s feature

vector and the vehicle’s class centroid is used to decide whether it belongs to a vehicle.

The authors reported a 92.6% detection rate at 3.7% false detection.

Handmann et al. [75] proposed a texture based vehicle classification technique. This

technique calculates texture features using the Cooccurrence Matrix [76] and uses a Mul-

tilayer Perceptron (MLP) Artificial Neural Network (ANN) as the classification scheme.

A candidate image is classified as either car, truck or background. However, no quanti-

tative result was given.

In [77], Milos used a similar technique as HOG for feature extraction. But instead of

calculating the histogram of gradient, the histogram of the redness measure for the tail

lights is calculated. The AdaBoost learning algorithm is used to construct a cascade of

weak classifiers. The author used the system to recognise the rear view of Honda Accord
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cars and reported a 98.7% detection rate at 0.4 false detection.

Vehicle verification based on a classifier has become more popular in recent years. This

is because they are generally more accurate compared to the template matching tech-

niques. Although there are many different types of features and classification schemes

proposed in the literature, it is very hard to make a fair comparison from their published

results since they have been tested using different data sets and performance measures.

There is also a lack of representative data sets and common benchmark to access the

performance of different vehicle classification systems.

2.4 Summary

Most of the vehicle detection systems reported in the literature consist of the following

two parts: (1) Vehicle cueing to hypothesise all the possible vehicles in the image; and

(2) Vehicle verification to validate the hypothesised vehicle. The algorithms for vehicle

cueing can be less accurate, but they have to be fast in order to process a large area of

the image to find potential vehicles. The verification stage uses more accurate but com-

putationally expensive algorithms. However, they only operate on the regions identified

by the cueing stage.

Most of the vehicle cueing techniques utilise one or more combination of features pre-

sented in section 2.2.2 to hypothesise vehicles. Among them, symmetry is one of the

most widely used features. This is apparent since most vehicles possess symmetrical

characteristics. By detecting the region in the image with high horizontal symmetry, all

potential vehicle’s candidates can be directly identified. However, the main disadvantage

for using symmetry in the cueing stage is due to its comparatively higher computational

load. Performing symmetry calculation on every region in the image will be very time

consuming. To overcome this problem, this research proposes a rapid and efficient scan-

line based, multi-sized symmetry search technique. It will be discussed in detail in

Chapter 3.

For vehicle verification, most of the recent literature has proposed using the classifier

based approach due to its better accuracy. Although different types of image features
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and classification schemes were proposed in the literature, there is no comparative eval-

uation of their performances using the same data set. In this study, two efficient image

features (HOG and Gabor) and three popular classifiers (SVM, ANN and Mahalanobis

distance) are studied and their performances for vehicle classification are systematically

evaluated under the same experimental setups. From the results, the best classifier that

meets the performance and real-time requirement for the vehicle detection application

is proposed. The details of the classifier development and the evaluation results are pre-

sented in Chapter 4.

Tracking takes advantage of the temporal coherence of the consecutive video frames to

narrow down the areas for re-detecting a vehicle. This will improve the detection rate

as well as reducing the required time for detecting the vehicles in the subsequent image

frames. In this study, a tracking function that integrates the Kalman filter and a reliability

point system is proposed. This will be explained in Chapter 5.



Chapter 3

A Novel Symmetry Based Vehicle

Cueing Technique

T
he purpose of the vehicle cueing stage is to detect all possible vehicle candidates

in the image. Since this is the first stage in the vehicle detection system, it has

to scan a large area of the image in order not to miss any potential vehicles. In gen-

eral, the algorithm for the cueing stage must have a fast computation speed and a low

rate of missed detections. When tuning the system to have a low miss rate, it will in-

evitably allow some false detections to be generated. However, this is tolerable since the

hypothesised vehicles will be further verified in the verification stage.

This chapter introduces a novel symmetry based vehicle cueing technique. Symmetry is

used since it is one of the most important visual characteristics of vehicles. This is par-

ticularly apparent for the vehicle’s front and rear views, which are normally symmetric

over a vertical centreline. It is therefore possible to hypothesise the location of vehicles

in the image by searching the regions with high horizontal symmetry.

Object detection based on symmetry is one of the most widely used techniques in com-

puter vision. Symmetry has been used to detect the manufacturing products in industrial

applications [78]. It is also used for detecting the human body and face for surveillance

applications [79–81]. Different algorithms have been proposed to detect the symmetry

axis of an object in the image [80, 82–84]. However, most of the techniques require

41
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that the objects be segmented prior to the symmetry detection. Adding a segmentation

process will increase the processing time and is not practical for a real-time vehicle cue-

ing system. Furthermore, getting the precise location of the vehicle’s symmetry axis is

not critical in the cueing stage. Based on these constraints, this research proposed a fast

and efficient vehicle cueing technique. It does not require any prior object segmentation.

Yet, it is able to detect multiple vehicles at different sizes in the image.

The chapter begins with some basic concepts about symmetry and the symmetrical ob-

ject detection. Then the technique of symmetry-based vehicles detection is reviewed.

Next, in section 3.4, a fast and efficient vehicle cueing technique is proposed. This is

followed by the experiment and results section where the performance of the proposed

system is evaluated. Finally a summary is given in the last section.

3.1 Types of Symmetry

Symmetry can exist in one or multidimensional space. Analysis of two-dimensional

(2D) symmetry is of particular interest in computer vision since the image data acquired

from a digital camera is commonly in the form of 2D images. In general mathematical

notion, an object is regarded as symmetrical if it is invariant as a whole, while allowing

some parts permutation under a symmetric transformation [85]. Based on this definition,

there are several possible types of symmetries that exist in the 2D Euclidean space, R2:

• Reflectional symmetry

An object is reflectional or mirror symmetry if there is a line that can divide the

object into two halves, with each half being the exact mirror image of the other.

Figure 3.1(a) shows a horizontal reflectional symmetric object. The symmetry axis

(dotted line) passes through the centroid of the object.

• Rotational symmetry

If an object is invariant under rotation of 2π/n radians about the centroid of the

object, then the object is rotational symmetry of order n. It is denoted by Cn.

Figure 3.1(b) shows a C7 rotational symmetric object, it has seven symmetry axes,

all of them passing through the centroid of the object.
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(a) (b) (c) (d)

Figure 3.1: Types of 2D Symmetries: (a) Reflectional Symmetry (b) Rotational Symmetry
(c) Radial Symmetry (d) Circular Symmetry

• Radial symmetry

If a rotational symmetric object is also reflectional symmetry, then the object is ra-

dial symmetry. Radial symmetry is a subset of rotational symmetry and is denoted

by Dn, where n is the order of the radial symmetry. An example of a D7 radial

symmetric object is shown in Figure 3.1(c).

• Circular symmetry

An object is circular symmetry if it is radial symmetry of order ∞ (D∞). Figure

3.1(d) shows an example of a circular symmetric object. Any line that passes

through its centroid is a symmetry axis.

An object can be partially symmetric if it does not meet the criteria for perfect symmetry.

For example, a partial reflectional symmetric object is not truly symmetry, but there is a

line near its centroid that divides the object into two parts, with each part very close to the

mirror image of the other (Figure 3.2(b)). Most natural objects are partially symmetric.

Images of symmetric objects captured on a camera usually fall into this category due to

the uneven lighting conditions and pixels distortion.

When a 3D symmetric object is projected onto a 2D plane, the perspective transformation

will cause the object to appear slanted away from its frontal plane. The resulting pattern

is called skewed symmetry. Figure 3.2(c) shows an example of a skewed symmetric

object. The centre line is now called the skewed symmetry axis. A skewed symmetric

object is not reflectional symmetry over its centre line, but all lines that connect the

corresponding skewed-symmetric points in the object are parallel and intersect with the

skewed symmetry axis at a fixed angle.
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(a) (b) (c)

Figure 3.2: Example of (a) True Mirror Symmetry, (b) Partial Mirror Symmetry and (c)
Skewed Symmetry

For the context of vehicle detection using a forward looking camera, the rear or front

view of a vehicle captured in the image is normally horizontal reflectional symmetry.

However, due to the inconsistent outdoor illumination and the perspective distortion, it

will appear as partial or skewed symmetry. A robust symmetry-based vehicle detector

should be able to tolerate these conditions.

3.2 2D Bilateral Symmetry Detection

Various techniques for 2D symmetry object detection have been proposed in the liter-

ature [82, 86–91] and reviewed in [92–94]. In general, the techniques can be broadly

divided into the following three categories: direct approach, phase-based and voting-

based symmetry detections.

3.2.1 Direct Approach

This approach directly checks whether an object is invariant under a symmetry trans-

formation. This is done by applying a symmetry transform on the image and then

comparing the result with the original image. Different comparison methods like Nor-

malised Correlation Coefficient (NCC) or Sum of Absolute Difference (SAD) can be

used [29, 95]. An example of using this approach for vehicle detection is shown in

Figure 3.3.

The main disadvantage of this approach is that it is very sensitive to occlusion and the

selection of the bounding area for the symmetry calculation. For this reason, it will

only work well in situations where the object has been correctly segmented. Another
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Figure 3.3: An example of vehicle detection using the direct approach. The similarity
between the original image and the symmetry transformed image (in this case, the horizontal
reflectional symmetry) is checked to determined the degree of symmetry

drawback of this approach is the high computational cost due to the time consuming

similarity check. Therefore, this it is not suitable to be used in the cueing stage of the

vehicle detection system. At the cueing stage, the vehicles have not been segmented and

a fast algorithm is needed in order to process a large image area.

3.2.2 Phase-based Symmetry Detection

This approach detects symmetry based on the analysis of the image’s local frequency

information. The point of symmetry and asymmetry is recognised from the pattern of

the local phase [96].

Two phase based symmetry measures were proposed by Kovesi [96] and Xiao et al.

[97]. Both measures can be applied directly to the image without needing a prior object

segmentation stage. They are also invariant to rotation and independent of the bright-

ness and contrast of the image. In addition, the measures can detect all the reflectional,

rotational and curve symmetries at one time.

However, the phase-based approach suffers from a high computational load. In order to

analyse the frequency components in the image, it requires the convolution of complex

wavelet kernels, the Fourier and Inverse Fourier Transforms and several large matrix

multiplications. It is therefore not suitable for a real-time vehicle detection application.
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3.2.3 Voting-based Symmetry Detection

This method uses the same principle as the Hough Transform to allow each pair of pixels

to vote for their preferred symmetry axis. This is usually done over a symmetry search

window. Pixels with a high vote are the good candidates for the dominant symmetry axis.

An example of using this technique to detect a one dimensional horizontal reflectional

symmetry is illustrated in Figure 3.4. The same technique can be applied to detect 2D

reflectional symmetry by using a 2D symmetry search window. In this case, each pair

of pixels in the symmetry search window votes for a horizontal line as their preferred

symmetry axis.

The size of the symmetry search window can affect the votes and thus the position of

the detected symmetry axis. The symmetry detection will be optimal if the size of the

search window matches the size of the symmetry object to be detected in the image.

Figure 3.4: Voting-based symmetry detection. Each pair of pixels in the symmetry search
window casts a vote to determine the symmetry of the centre pixel

3.2.4 Global Versus Local Symmetry

Two approaches can be considered when performing the symmetry detection on a 2D

image. They are the global and the local symmetry detections. The selection of the

best approach depends on whether the object to be detected is symmetry over the whole

image or over a local sub-region.

The global symmetry approach treats every pixel in the image as belonging to the object

to be detected. Therefore, it is only useful to calculate this symmetry if the object has
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been segmented. Otherwise, the images of the background or other objects will affect

the location of the detected symmetry axis.

On the other hand, the local symmetry approach calculates the symmetry of a sub-region

in the image. It is able to detect small symmetric objects against the background clutter.

However, the efficiency of this approach depends on how well the image regions are

being selected for the symmetry detection.

3.2.5 Pixel Characteristics for Symmetry Calculation

Several pixel characteristics of the image can be used to calculate the symmetry value.

These characteristics include gray scale value, binary contour, horizontal edges, colour

and feature points. The following discussions will focus on the use of these pixel’s

characteristics for symmetry based vehicles detection.

• Gray scale value

Gray scale symmetry is quicker at isolating the vehicle from its background. It is

however prone to influences of illumination variations. An example is shown in

Figure 3.5. The reflection of sunlight on one side of the rear windscreen together

with the shadow from the surrounding trees caused uneven illumination to the

vehicle. Although the vehicle appears to be symmetrical, there are variations in

the pixels intensity for its left and right halves in the image. This will affect the

accuracy of the symmetry detection. Another problem for the gray scale symmetry

is that the uniform area in the image such as road surface and sky will turn out to

have high symmetry values (see Figure 3.6). An additional processing step is

required to remove these areas prior to the symmetry detection.

• Binary contour

This approach uses the contour or the edge image for the symmetry calculation. It

is insensitive to illumination variations and has no problem with the uniform areas

(since these areas have been removed in the edge image). However, the detection

can be affected by the symmetric or partially symmetric objects in the background
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Figure 3.5: Uneven illumination and reflec-
tion on the vehicle’s rear windscreen affect the
symmetrical appearance of the vehicle

Figure 3.6: The areas of road surface and sky
in the image are highly symmetric since they
have uniform pixels’ intensity

such as overhead bridges, sign boards or buildings. The detection can also be very

sensitive to occlusion.

• Horizontal lines

Horizontal line symmetry is a subset of contour symmetry. It may reduce the influ-

ences from the background symmetric objects, but the result depends on how well

the horizontal lines of the vehicles can be extracted. Shadow casting on one side

of the vehicle may shift the vehicle’s bottom horizontal edge to one side resulting

in a symmetry axis that is not at the centre of the vehicle.

• Colour

Colour symmetry is useful for detecting the vehicle’s pair of brake lights or the

yellow signalling lights. However, similar to the gray scale symmetry, detecting

symmetry from colour is very sensitive to illumination variation.

• Feature points

This approach extracts the feature points from the image and uses them for the

symmetry calculation. Examples of feature points are corners [17] and SIFT [98].

The feature points approach can efficiently detect local symmetry against back-

ground clutter. However, the accuracy depends on how well the extracted feature

points can represent the shape of the vehicles. It also requires extra computational

load for the feature points extraction.
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3.3 Vehicle Cueing Using Symmetry

Monocular-based vehicle detection for collision avoidance uses a single forward looking

camera installed behind the windscreen to capture the road images. This will capture

most of the rear view of the preceding vehicles. One prominent visual characteristic of

a vehicle’s rear view is the horizontal reflectional symmetry. This characteristic can be

useful for hypothesising the locations of the vehicles in the image. The advantages for

using the horizontal reflectional symmetry are twofold. First, it provides an excellent cue

for the vehicle’s lateral position. Second, the detected vertical symmetry axis is invariant

to the camera’s nodding movement, which normally happens due to the vibration of a

moving vehicle.

The captured road image may contain multiple vehicles at different locations. Without

a prior vehicle segmentation stage, it is only feasible to use the local symmetry to hy-

pothesise the positions of the vehicles. Furthermore, the regions for the local symmetry

calculation need to be properly selected in order to efficiently detect vehicles at different

locations and in different sizes.

Since the cueing stage is the first stage of the vehicle detection system, a large image area

needs to be processed. For this reason, a fast detection technique is required. Although

the phase-based symmetry detection approach can accurately detect the local symmetry

without any prior object segmentation, it requires a high computational cost and there-

fore is not suitable to be used at the cueing stage. The accuracy of the symmetry axes

detection is also not very critical at this stage since the hypothesised vehicles will be

further verified.

3.3.1 Previous Work

Zielke et al. [25] proposed a method to detect the centreline of the leading vehicle

based on the image intensity symmetry. The vehicle’s bounding box is estimated by

finding pairs of edges that are mutually symmetric over the detected vehicle’s centreline.

Symmetry detection based on image intensity is useful for isolating the vehicle from its

background. However, it is very sensitive to influences of illumination variations.
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Kuehnle et al. [29] proposed a system that uses the histogram produced by contour, gray

level and horizontal line symmetries for locating a vehicle. Three symmetry axes are

calculated and a set rule is used to predict the vehicle’s centreline. This method is more

robust to noise and illumination variation, but it requires a high computational cost since

three symmetry calculations are needed.

Du et al. [30] detect a vehicle by contour symmetry. They proposed a technique for

detecting horizontal reflectional symmetry by letting each pair of pixels on the same

row to vote for their preferred symmetry axis. The location with the highest vote is

considered to be the most significant symmetry axis. A drawback of this technique is

that it detects the global symmetry axes of the road image. Symmetry axes of distant

vehicles may be obscured by the axes produced by the road edges and markings, which

could be symmetric over the whole image.

Bin et al. [27] use the same symmetry operator to detect a vehicle’s vertical axis and

its vertical edges at the same time. They assumed that the image of a vehicle is most

symmetric at the centre and least symmetric at the edges. However, in order to optimally

detect the vehicle and its edges, they need to calculate multiple symmetry values over

the whole image, which is a very time consuming process.

In [28], Wei et al. used the Saturation (S) component from the Hue-Saturation-Value

(HSV) or the Hue-Saturation-Lightness (HSL) colour space to calculate the local sym-

metry scores of the image. Like the gray scale symmetry, the S-component symmetry

is also sensitive to the changes in the lighting conditions. They overcome this problem

by calculating a second symmetry measure, the contour symmetry of the shadow under-

neath the vehicle. However, this will incur extra computational load for extracting the

shadow and calculating its contour symmetry.

A colour symmetry based technique was proposed by Hao et al. [99]. They calculate

the symmetry measure using the three colour components, r, g and b of each pixel.

This method can exploit the colour property of a vehicle for the symmetry calculation.

However, using three colour components in the calculation will require three times the

computational load.
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Although different techniques were proposed in the literature, most of them used the

principle of the voting based approach to compute the symmetry score. In general, the

symmetry score is calculated by summing up the absolute differences in pixel values that

are equidistant but in opposite directions from a symmetry centre. The pixels’ intensity

and contour are the two most common properties used in the calculation.

This review showed that symmetry has been successfully used for vehicle detection.

However, most of the techniques proposed in the literature have the following weak-

nesses:

• They are time consuming since the symmetry calculation is performed on every

image row

• The selection of the window size for the symmetry calculation is critical since it

will affect the location of the detected symmetry axis and the size of the symmetric

objects that can be optimally detected. However, most of the proposed techniques

use the same size of symmetry search window for the symmetry detection. This is

ineffective to detect vehicles with different sizes in the image

• Most of the proposed technique are not able to locate the centre point of a vehicle.

They can only detect the image’s column with high symmetry score and use it to

hypothesise the lateral positions of a vehicle

In this research, a novel technique for rapid detection of all possible vehicles in the image

is proposed. The technique does not require any prior segmentation of the input image.

Yet, it is able to locate the centre points and the bounding boxes of multiples vehicles in

the image.
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3.4 A VariableWindow Size and Scan-line Based Sym-

metry Search Technique

3.4.1 Variable-size Symmetry Search Window

For the local symmetry detection, the selection of the symmetry search window size is

very critical since it will determine the effective size of the symmetric objects to be de-

tected. The detection is optimal when the size of the symmetry search window matches

the size of the symmetric object.

Figure 3.7: A normal road scene with vehicles at different distances: Close vehicle (1) has
a bigger image size and its bottom edge is closer to the bottom of the image; the image size
of a distant vehicle (5) is smaller and its bottom edge is near to the horizon; vehicles (2) and
(3) are at almost the same distance, they show up in the image at almost equal size and their
bottom edges are on the same image row. (Road photo taken from [100]).

The road images captured by a forward looking camera may contain vehicles from dif-

ferent distances. Due to the perspective distortion, vehicles at different distances will

appear at different locations and in different sizes in the image. An example road image

is shown in Figure 3.7. For a distant vehicle, it has a smaller image size and its bottom

edge is closer to the horizon. Whereas for a close vehicle, its image is bigger and its

bottom edge is nearer to the front boot of the test vehicle. This suggests that we can
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estimate the most probable image size of a vehicle when it appears at different rows in

the image.

Figure 3.8 shows the plot of the vehicle’s bottom row versus the vehicle’s width in the

image. The data was manually measured from a road video captured during the exper-

iment. As can be seen, the relationship between the vehicle’s position and width in the

image is almost linear. Based on these data, the best size for the symmetry search win-

dows for different locations in the image can be determined.

Figure 3.8: Plot of vehicle’s bottom position versus vehicle’s width in the image.

3.4.2 Scan-line Based Symmetry Search

For a vision-based object detection system, most of the techniques require a full search

on the whole image to find the objects of interest. Some symmetry based detection

techniques even require the object to be segmented before any symmetry calculation can

be performed. These techniques are too time consuming for the vehicle cueing stage.

To overcome this drawback, this research proposed a scan-line based sparse symmetry

search technique.

The image of a vehicle is normally spanned over several image rows. Based on this
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fact, it is possible to detect the vehicle by only processing on several scan lines that

pass through the vehicle. A symmetry search window is used to calculate the symmetry

profile along each scan line. The peak symmetry points of the profile are clustered

and the results are used to hypothesise the centre point of the possible vehicles. This

technique eliminates the redundancy of processing all image rows and thus significantly

reduces the processing time.

3.4.3 The Proposed Symmetry Cueing Technique

The proposed vehicle cueing technique operates on the input image without the need

of prior object segmentation. It uses scan-line based symmetry search and takes ad-

vantage of the variable-size symmetry windows to optimally detect vehicles at different

distances. From the experiment, it was observed that the proposed symmetry calculation

does not require fine image details and thus was carried out on a scaled down image to

further reduce the computation time.

Figure 3.9: Flow chart of the proposed symmetry cueing technique
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Figure 3.9 shows the flow chart of the proposed vehicle cueing technique. First, the input

colour image is converted to gray scale. The contour image is then generated using an

edge detector. Contour-based symmetry detection is used since it is less sensitive to noise

and intensity changes in the image. The next step is to scale down the contour image

to one quarter of its size. Symmetry calculation is then performed along several scan

lines on the scaled down contour image to detect regions with high horizontal symmetry.

Finally, the peak symmetry points are clustered and the mean position of each cluster is

used as the hypothesised vehicle location. A bounding box for the vehicle can then be

estimated around each hypothesised location. This step requires finer image details and

therefore is carried out on the original contour image. The following paragraphs explain

in detail each step in the proposed vehicle cueing technique.

3.4.4 Colour to Gray Scale Conversion and Edge Detection

The proposed technique operates on gray scale image. Therefore, the colour image from

the camera is first converted to gray scale using the following equation [101]:

GrayS caleValue = 0.299 · R + 0.587 ·G + 0.114 · B (3.1)

where R, G and B are the red, green and blue components of the colour image.

Next, a global contour image is generated from the gray scale image. Canny edge de-

tector [35] is used for the edge detection. The selection of the threshold values for the

edge detection is not very critical as long as it generates enough edges for the symmetry

detector. Edge detection is performed on the whole image since the resulting edge image

is also needed by the subsequent bounding box detection stage. Figure 3.10 shows the

resulting edge image for a typical road scene captured by a forward looking camera.

3.4.5 Determination of Feasible Regions for Vehicle Search

Based on the camera position and perspective constraints, the region in the captured

image that most probably contains vehicles is identified. The horizontal limits of this

region are between the horizon and the beginning of the road surface at the bottom of the

image. Although there are techniques for detecting the horizon [102] and road surface
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Figure 3.10: Resulting image after Canny edge detection

[103], these limits were fixed in this implementation to allow a better comparison of

algorithms in different road scenes. The vertical limits are set based on the locations of

the road boundaries on the left and right hand sides of the image.

Symmetry search is performed in the above selected region to locate potential vehicles.

In order to reduce the computation time, scan-line based symmetry search is employed.

This is done by performing symmetry calculations on 15 evenly spaced horizontal lines

as shown in Figure 3.11. The number of scan lines was chosen based on the number of

pixels separating each line and the image size of a distant vehicle to be detected.

Figure 3.11: Symmetry scan lines
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The resolution of the edge image is not very critical for symmetry calculations. This

is because the algorithm only needs to detect the symmetry peak points along the scan

lines. Base on this fact, the symmetry calculation is carried out on a scaled down edge

image to further reduce the processing time. The experiment results in section 3.5.4

show that reducing the resolution of the edge image from the original 640×480 pixels

to one quarter of its size (320×480 pixels) does not deteriorate the performance of the

symmetry detector.

3.4.6 Contour-based Symmetry Detection

The symmetry value is calculated along the scan lines using the following equation:

S ymVal(x, y) =
W/2
∑

x′=1

y+H/2
∑

y
′
=y−H/2

S (x, x′ , y′), (3.2)
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2, If I(x − x′ , y′) = I(x + x′ , y′) = 1,

−1, If I(x − x′ , y′) ! I(x + x′ , y′),

0, Otherwise

(3.3)

W and H are the width and height of the symmetry search window. I(x, y) is the pixel

value at location x and y. The value of W needs to be properly set in order to effectively

detect symmetric objects of different sizes. From the experiment in different environ-

ments and lighting conditions, it was found that the best values for W are between 8 and

20 depending on the position of the scan lines. With this search window’s width, it is

able to get a high symmetry value for most of the vehicles in the image. Figure 3.12

shows the plot of symmetry values along the symmetry scan lines.

3.4.7 Detection of Peaks in the Symmetry Plots

Non-maximum suppression is used to locate symmetry peaks in the generated symme-

try plots. Peaks with symmetry value below a predefined threshold are removed. The
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Figure 3.12: Symmetry plots along the scan lines

threshold value was empirically chosen from the experiments conducted on different

road images. This value can be easily determined since the peaks generated from most

background objects are a lot smaller compared to a vehicle.

S ymPts(x, y) =



























1, If S ymVal(x, y) > Threshold,

0, Otherwise.
(3.4)

Figure 3.13 shows the resulting symmetry points overlaid on the captured image. It can

be seen that most of the points are located around the vertical centreline of the vehicles.

Figure 3.13: Peak symmetry points on each scan line (image enlarged)
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3.4.8 Clustering the Symmetry Points

The identified symmetry peak points are then clustered using the k-means clustering

technique [104]. The clustering is done in the x/y−space to group all points that are

close to each other. Since the number of possible vehicles in the image is not known in

the beginning, we start the process by clustering the points into two groups. Then, the

position variation, σ2 for each group is evaluated based the following equation:

σ2 =

n
∑

i=1

(xi − xmean)2 + (yi − ymean)2

n
, (3.5)

where n is the number of points in a cluster. xmean and ymean are the mean positions of the

points.

If the variation is too high, it is most likely that the group consists of more than one

vehicle and it will be clustered again into another two groups. This process continues

until the variation for each cluster is less than a predefined threshold. The threshold was

chosen such that the distance between the mean points, (xmean, ymean) of any two clusters

is not less than 20 pixels, which is about the minimum distance between two cars to be

detected in the image. Clusters with less than two points will also be removed since they

are unlikely to belong to a vehicle’s centreline. Finally, the mean points (xmean, ymean)

for all the final clusters are calculated and used as the centre points of the hypothesised

vehicles. As shown in Figure 3.14, these points provide a good estimate for the centre

position of vehicles in the image.

Figure 3.14: Result of clustering the symmetry points. Four clusters were found for this
image. The bigger dots are the mean points for the clusters (image enlarged)
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3.4.9 Vehicle Bounding Box Estimation

The previous step provides the hypothesised position of the vehicles. Further verification

is needed since they might belong to other symmetrical objects on the road. One of the

appearance features of a vehicle in the image is strong vertical and horizontal edges.

These edges will be detected and used for estimating the bounding box of the vehicle.

To do this, a region of interest (ROI) is defined around each detected symmetry point.

Since the size of the vehicle is unknown, an initial ROI size of 20×20 pixels is used. This

size is then gradually increased up to a fixed limit if no bounding box with acceptable

aspect ratio is detected (Figure 3.15(a)). Figure 3.15(b) shows an example of the selected

ROI and its vertical symmetry line.

(a) (b)

Figure 3.15: Resizing the ROI for a vehicle’s bounding box detection: (a) the ROI centred
at the symmetry point is enlarged if no vehicle is detected. (b) An example of ROI, the
vertical line is the symmetry axis of the ROI

Figure 3.16(a) shows the edge image of the ROI generated using the Canny edge detector.

As shown in the figure, there are many edges not belonging to the vehicle of interest in

the centre. These edges need to be removed in order to obtain a more accurate bounding

box estimation. Since most of the edges of the vehicle are symmetrical along the vertical

symmetry line, we can remove the outlier edges by removing the edge points that are not

symmetrical. This technique will also make the selection of threshold values for the

Canny edge detection less critical since most of the outlier edges will be removed. The

result of this processing is shown in Figure 3.16(b). It can be seen that most of the outlier

edges have been removed. The outline of the vehicle is now more apparent.

The next step is to find the vehicle’s bounding box. This is done by calculating the
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(a) (b)

Figure 3.16: (a) Edge image of the ROI. (b) Enhancing the vehicle’s edges by removing
the points that are non-symmetric along the symmetry line

vertical and horizontal projection maps of the processed edge image and then evaluating

the presence of a rectangular object. The projection vector in the horizontal, h and

vertical, v directions are described in the following equations:

h = (h1, . . . , hn)T and (3.6)

v = (v1, . . . , vm)T (3.7)

where

hi =
m

∑

j=1
I(x j, yi),

vi =

n
∑

j=1
I(xi, y j),

I(x,y) is the pixel value at location (x,y), m and n are the width and height of the ROI

respectively.

Figure 3.17(a) shows the plot of the horizontal and vertical projection maps. The maxi-

mum values of the vertical projection map, θv and the horizontal projection map, θh are

recorded. The bottom boundary of the bounding box, yB is obtained by finding the posi-

tion of the first horizontal projection map from the bottom that is higher than 0.5θh. The

top boundary, yT is determined by the position of the first horizontal projection map from

the top that is higher than 0.5θh. The same technique is used to find the left, xL and the
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right, xR boundaries of the bounding box from the vertical projection maps and θv. The

bounding box of the potential vehicle can then be defined by its upper left coordinate

(xL, yT ) and lower right coordinate (xR, yB). (Figure 3.17(b)).

(a) (b)

Figure 3.17: Bounding box detection: (a) the horizontal (right) and the vertical (bottom)
projection maps of the edge enhanced image. (b) The estimated vehicle’s bounding box

The aspect ratio of the bounding box is calculated and will be used as a criterion to check

the validity of a vehicle.

AspectRatio =
xR − xL
yT − yB

(3.8)

Most vehicles have an aspect ratio between 0.4 and 1.6. If the calculated ratio falls

within this range, then the bounding box is considered to be a potential vehicle. Other-

wise, the ROI size will be increased and the same steps for bounding box detection are

repeated. The process will stop when an acceptable bounding box is detected or when

the maximum allowable size for ROI is reached.

The result of the cueing stage is the position and size of the detected symmetric objects

with acceptable aspect ratio. However, not all symmetric objects in the image belong

to a vehicle. A rectangular sign board or a building may be symmetric and have an

aspect ratio close to a vehicle. These are false detections that need to be removed by the

verification stage. This will be discussed in more detail in Chapter 4. But for now, some

evaluations on the proposed cueing technique are given in the following section.
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3.5 Experiments and Results

This section presents the experiments for evaluating the performance of the proposed

vehicle cueing system. The system was implemented on the ImprovCV image process-

ing framework [105, 106] using the C/C++ programming language. The Open Source

Computer Vision (OpenCV) Library [107] is used in the implementation. For compari-

son purpose, all experiments in this section use the same video stream taken on a normal

highway. The size of the video is 640×480 pixels (VGA). It was recorded from a forward

looking camera installed behind the windscreen of the test vehicle. The performance cri-

teria being evaluated are the detection rate and the processing speed.

Figure 3.18: Implementation of the symmetry-based vehicle cueing system on the Im-
provCV image processing framework

Detection Rate

The detection rate was calculated by counting the total number of vehicles detected over

the total number of actual vehicles that appeared in the video frames. For comparison of

different symmetry algorithms, the centre point of the hypothesised vehicle is used in the

detection rate’s calculation instead of the bounding box. The rule to decide whether a
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Figure 3.19: Area of positive detection. If the centre point of the hypothesised vehicle fall
within the shaded area, it is counted as a positive detection

vehicle is detected is explained in Figure 3.19; A hypothesised vehicle with centre point

that falls within the shaded area is considered as a positive detection.

Processing Speed

The experiments were carried out on a standard laptop with an Intel Core Duo 2.0 GHz

processor. The processing time was measured by taking the average over several image

frames. In order to have a fair comparison between different algorithms, all algorithms

were coded without any specific software optimisation.

3.5.1 Performance of the Proposed Vehicle Cueing System

Table 3.1 shows the processing time taken by each component in the vehicle cueing

system. The highest processing time is required by the symmetry detection. It includes

the calculation of the symmetry profile for every scan line as well as the identification

of symmetry peak points. The timings for symmetry peaks’ clustering and bounding

box detection depend on the number of symmetric objects in the image. If there are

more symmetric objects, a higher number of symmetry peaks will be detected and thus a
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longer clustering time is needed. Similarly, the process of bounding box detection needs

to be repeated for every detected cluster. For comparison purpose, the timings for these

two components shown in Table 3.1 are for one detection.

Table 3.1: Breakdown of the processing time for each component in the vehicle cueing
system

Average processing
time (ms)

Edge detection 8
Symmetry detection 16
Symmetry peak points clustering 4
Bounding box detection 2
Total 30

Table 3.2: The performance of the proposed symmetry-based vehicle cueing system

Number of vehicles appearing in the video frames 755
Detection rate (vehicles detected) 98.94% (747)
Missed detection (vehicles missed) 1.06% (8)
False detection (non-vehicle detected) 5.80% (46)
Processing time (ms) 28

The performance of the proposed vehicle cueing system is given in Table 3.2. The results

show that the system is able to detect almost 99% of the vehicles that appeared in the

video frames. However, there was also a 5.8% of false detections recorded. These are

mainly from the symmetric structures on the road such as sign boards, guardrails and

road dividers. Some of the examples are shown in Figure 3.20. These false detections

will need to be removed in the verification stage.

(a) (b) (c)

Figure 3.20: Examples of false detections: (a) road divider, (b) guardrail and (c) sign
board. The big white dots are the mean points of the symmetry clusters.
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3.5.2 Performance Comparison of Scan-line Based Symmetry

Search and Full Symmetry Search

In this experiment, the performance of the system using the proposed scan-line based

symmetry search and a full symmetry search is compared. For the full symmetry search

method, symmetry calculation is carried out on every pixel in the symmetry search re-

gion. The results is given in Table 3.3.

Table 3.3: Performance comparison for using scan-line based symmetry search and whole
image symmetry search

Scan-line Whole image
search search

Number of vehicles appearing in the video frames 755 755
Detection rate (vehicles detected) 98.94% (747) 100% (755)
Missed detection (vehicles missed) 1.06% (8) 0% (0)
False detection (non-vehicle detected) 5.80% (46) 36.67% (437)
Processing time (ms) 28 168

As expected, the full search method has a major drawback in the processing time; it took

almost six times longer compared to the scan-line method. Even so, both methods show

comparable high detection rates. One interesting finding is that the scan-line method has

a significantly lower false detection rate compared to the full search technique (lower by

30.9%).

These results show that using the proposed scan-line symmetry search technique not

only reduces the processing time, but it also lowers the number of false detections while

maintaining a reasonably high detection rate.

3.5.3 Performance Comparison for Using Variable Size and Fixed

Size Symmetry Search Windows

The proposed system uses different window sizes for each scan line. The size spans from

8 to 20 pixels, depending on the position of the scan line in the image. In this experiment,

the performance of this system is compared against systems with a fixed size symmetry

search window. Three fixed sizes, which are 8, 20 and 40 pixels were tested. The results

are given in Table 3.4.
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Table 3.4: Performance comparison for using variable size and fixed size symmetry search
windows

Size of symmetry search Variable Fixed Fixed Fixed
window (pixels) 8-20 8 20 40
Number of vehicles appear- 755 755 755 755
ing in the video frames
Detection rate 98.94% (747) 78.15% (590) 96.03% (725) 74.83% (565)
(vehicles detected)
Missed detection 1.06% (8) 21.85% (165) 3.97% (30) 25.17% (190)
(vehicles missed)
False detection 5.80% (46) 43.70% (458) 5.48% (45) 2.75% (16)
(non-vehicle detected)
Processing time 28 26 31 56
(ms)

From the results, it was found that the variable size search method produced the best

detection rate (98.9%). This is followed by the 20 pixels fixed size method (96.0%). The

latter has a slightly lower detection rate because it is unable to detect distant vehicles

which appear small in the image. These vehicles can only be detected using a smaller

window size. The 8 and 40 pixels fixed size methods have poor detection rates (78.2%

and 74.2% respectively) mainly because their window sizes for the symmetry search are

non optimal for detecting vehicles in the images.

The highest false detection was recorded from the 8 pixels fixed size method (43.7%)

while the lowest came from the 40 pixels fixed size method (2.8%). This indicates that

using a small symmetry search window will pick up a lot of false detections. However,

the proposed variable window size symmetry search technique is able to achieve a high

detection rate while maintaining a reasonably low number of false detections because it

only performs small window size symmetry searches at locations where distant vehicles

could possibly appear in the image.

3.5.4 The Effect of Image Resolution on the Performance of the

Vehicle Cueing System

To reduce the processing time, the proposed vehicle cueing system uses a lower resolu-

tion image for symmetry detection. In this experiment, the performance of the proposed
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lower resolution system (320×240 pixels) was compared with a system that uses full

resolution (640×480 pixels). For proper comparisons, the size of the symmetry search

window in the full resolution system is also doubled to match the size of vehicles in the

image.

Table 3.5: The effect of input video resolution on the performance of the vehicle cueing
system

Reduced resolution Full resolution
(320x240) (640x480)

Number of vehicles appearing in the video frames 755 755
Detection rate (vehicles detected) 98.94% (747) 99.07% (748)
Missed detection (vehicles missed) 1.06% (8) 0.93% (7)
False detection (non-vehicle detected) 5.80% (46) 6.97% (56)
Processing time (ms) 28 76

The results in Table 3.5 show that using a lower resolution image for the symmetry de-

tection has little effect on the detection rate (deteriorated by < 1%). But it has an obvious

advantage of lower processing time (reduced by 48 ms). The proposed symmetry detec-

tion algorithm does not require fine image details since it only detects the symmetry

peak points from the edge image. It can, therefore, take the advantage of using a lower

resolution image to reduce the processing time. In contrast, the bounding box detection

and the verification stage require fine image details and therefore they have to operate

on the full resolution image.

3.5.5 Performance Comparison of the Proposed Symmetry Based

and the Motion Based Cueing Techniques

In this experiment, the performance of the proposed symmetry cueing technique is com-

pared with a motion based detection technique. To do this, a motion based vehicle cueing

system was implemented. Motion based technique detects moving objects in the video

by analysing the optical flow fields generated by the objects. The most popular algo-

rithms to calculate the optical flow vectors are the Horn-Schunck [13] (dense optical

flow) and the Lucas-Kanade [108] (sparse optical flow) techniques. However, in this

implementation, the flow vectors were calculated using the pyramidal Lucas-Kanade
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[109] technique which is available in the OpenCV [107] image processing library. The

main advantage of this technique over the Horn-Schunck or the original Lucas-Kanade

methods is its shorter processing time.

The motion based cueing system first calculates the optical flow vectors from the con-

secutive video frames. Then the flow vectors are clustered using the K-mean clustering

technique. The clustering was done in the magnitude, flow direction and x/y spaces.

This is because the flow vectors originated from the same object are usually close to

each other and have a similar magnitude and flow direction. Finally the mean position

of each cluster is used as the hypothesised vehicle location.

From the experiment, it was found that most of the detected features for the optical flow

calculation came from the vehicle’s edges and corners. This has resulted in a lot of flow

vectors being generated at the edges instead of the centre of the vehicles. For this reason,

the rule for positive detection has to be loosened to allow proper comparison. As long

as the hypothesised location touches the image of a vehicle, it is considered as a positive

detection.

Table 3.6: Performance comparison of the symmetry-based and the optical flow-based
cueing systems

Symmetry based Optical flow
Number of vehicles appearing in the video frames 755 755
Detection rate (vehicles detected) 98.94% (747) 95.63% (722)
Missed detection (vehicles missed) 1.06% (8) 4.37% (33)
False detection (non-vehicles detected) 5.80% (42) 48.47% (679)
Processing time (ms) 28 91

The results are shown in Table 3.6. The detection rate for the motion based technique is

slightly inferior (95.6%) compared to the symmetry based technique (98.9 %). However,

one key finding is that the motion based technique generated an excessive number of

false detections (48.5%). Figure 3.21 shows one of the detection results from the motion

based system. Since the video was taken from a moving vehicle, stationary objects such

as side posts, guardrails and road markings will also generate flow vectors. This has

caused the high number of false detections.

Another major disadvantage of the motion based technique is its higher computational
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load. It required three times longer processing time compared to the symmetry based

technique. On the whole, the proposed symmetry based technique showed better perfor-

mance compared to the motion based technique. It will be implemented in the cueing

stage of the proposed vehicle detection system.

Figure 3.21: Image shows one of the video frame from the result of motion based vehicle
cueing. The arrows are the detected optical flow vectors and the white dots are the hypothe-
sised vehicle’s locations

3.6 Summary

This chapter discussed a novel vehicle cueing technique developed in this research. The

technique uses multi-sized symmetry search windows to locate symmetry points along

several scan lines in the image. The high symmetry points are then clustered and their

mean locations are used as the hypothesised vehicle’s locations. The proposed algorithm

can be directly applied to the input image without needing an object segmentation stage.

It also does not require fine image details and thus can be performed on a scaled down

image to speed up the processing. The main contribution of this technique is the use

of the scan-line based symmetry search which can significantly reduce the processing

time. Experiments have shown that this does not affect the detection rate, yet, it is able

to reduce the number of false detections. Another key advantage of this technique is

the use of multi-sized symmetry search windows for optimal detection of vehicles at

different locations in the image. Test results have shown that this can provide a better
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detection rate compared to a fixed size symmetry search technique.

A fast and efficient vehicle cueing technique is important for a vehicle detection system.

Its main task is to identify all candidate vehicles in the image. The identified candidates

will then be further processed in the subsequent verification stage using more sophisti-

cated algorithms. These algorithms provide more accurate results but at the expense of

a higher computational cost. However, they only need to be performed on the identi-

fied ROIs, which are a small subset of the whole image. In the following chapter, the

development of a two-class classifier for vehicle verification is described.





Chapter 4

A Classifier-based Vehicle

Verification Technique

T
his chapter describes the development and evaluation of a vehicle classifier us-

ing the pattern recognition technique. The classifier is intended to be used in the

proposed vehicle detection system to verify the hypothesised vehicles identified by the

cueing stage. A systematic approach was taken to evaluate the performance of different

classifiers and image features for vehicle classification. This chapter begins by providing

some introduction and theoretical background on several types of classifiers and image

features that are commonly used for object recognition. Two techniques of reducing fea-

ture dimensions for improving the speed performance will also be discussed. Finally the

experiments and the results of the evaluation are presented in the performance evaluation

section.

4.1 Introduction

The vehicle segmentation task proposed in this research takes the following two-step

approach: vehicle cueing and vehicle verification. The cueing technique uses a simpler

but faster algorithm to rapidly identify all possible vehicles in the image. This algorithm

is tuned toward low missed rates, but as a consequence, will incur a high number of false

detections. The false detections will then be removed in the verification stage using a

73
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more sophisticated algorithm.

Two common techniques for vehicle verification are template matching and image clas-

sification. The template matching approach verifies a vehicle by measuring the similarity

between the hypothesised image’s region and some fixed vehicle’s templates. Usually a

library of templates consisting of all the standard vehicle’s images is created. During the

verification process, one or more templates are selected and used in the similarity check.

The commonly used similarity checks are the normalised cross correlation and distance

measures [110].

However, due to the large variability of a vehicle’s appearance, it is difficult to define

a set of common templates that can effectively represent all vehicles. This is the major

drawback for the template matching approach. For this reason, in most of the literature

employing template matching for vehicle verification, a ‘loose’ or generic shape is se-

lected as the vehicle’s template [51, 111]. However, this compromises the accuracy of

the algorithm since other objects on the road may also satisfy this shape’s constraint.

The learning based approach overcomes this drawback by training a classifier to distin-

guish between vehicles and non-vehicles. To determine the best classifier for the vehicle

verification problem, two most commonly used image features were evaluated in this

research. These features are the Histogram of Oriented Gradient (HOG) and Gabor.

Their performances were tested on three different classifiers: the Support Vector Ma-

chine (SVM), the Multilayer Perceptron Neural Network (MLP) and the Mahalanobis

distance classifiers. The evaluations allow a comparative analysis of the features and

classifiers under the same experimental setups. The results will enable the selection of

the most satisfactory technique to be use in the vehicle verification stage of the final

system.

4.2 Vehicle Verification Using a Classifier

This method treats vehicle verification as a classification problem. It involves the training

of a classifier based on a large number of examples. The advantage of this technique

is that it is not required to explicitly construct a model for the object to be classified.
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Defining a generic model for a vehicle is a difficult task due to the large inter-class

variability of vehicles.

Figure 4.1 shows the block diagram of the vehicle verification stage. The inputs to this

stage are the Region of Interests (ROI) identified by the previous cueing stage. The

verification process consists of two successive steps: feature extraction and pattern clas-

sification. The feature extraction step extracts some representative features of the object

to be classified. In this research, the HOG and Gabor features were considered. Both

features have the potential to capture the salient visual patterns of a vehicle, which are

basically the local edges and lines at different orientations. A feature selection step may

follow to reduce the dimension of the features for improving the classification speed.

The training of the classifier is done offline. For this, a large number of positive and

negative training images were collected. During the training process, the classifier finds

an optimum decision boundary between the vehicles and non-vehicles. The output of

the training is a model file that can be directly implemented in the verification module.

Figure 4.1: The block diagram of a classifier based vehicle verification system

The following subsections describe the three classification techniques that will be eval-

uated in this research.
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4.2.1 Support Vector Machine

SVMs [53, 112, 113] are developed based on the statistical learning theory of Vapnik

[53]. It is primarily a two-class classifier. The basic idea of the SVM is to map the

training data of two object classes from the input space into a higher dimensional feature

space. This is done via a mapping function, φ. Then an optimal separating hyperplane

with maximum margin is constructed in the feature space to separate the two classes.

Figure 4.2: An example of the optimal separating hyperplane and margin for a two-
dimensional feature space

Given a set of l labelled training samples (input-output pairs):

(xi, yi), i = 1, 2, ..., l (4.1)

where

xi ∈ RN are the N dimensional input feature vectors and

yi ∈ {−1,+1} are the labels for Class 1 and Class 2

The decision function is defined as [114]:

f (x) =
l

∑

i=1
yi · αi · k(x, xi) + b (4.2)
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For an unknown data x, it can be classified into:

Class 1 if f (x) > 0 or

Class 2 if f (x) < 0

The coefficients, αi and bias, b are estimated from the training data. This is done by

solving the constrained optimisation problem with the aim of finding a separating hyper-

plane with maximum margin. Training data that are associated with a non-zero αi are

the support vectors from Class 1 and Class 2. They are the data instances that sit on the

boundary in the hyperspace (see Figure 4.2). The optimisation with the SVM resulted in

a sparse representation of the input pattern since only a fraction of the training data are

support vectors and used in the decision.

k(x, xi) is the kernel function. The trick of using the kernel function is that we do not

need to explicitly derive the mapping function, φ, which in many cases is a non-trivial

task. Instead, only the kernel function, which can be evaluated efficiently is used in the

training and classification.

The following are some commonly used kernel functions:

1. Linear

K(xi, x j) = xiT x j (4.3)

2. Radial Basis Function (RBF)

K(xi, x j) = exp(−γ‖xi − x j‖2), γ > 0 (4.4)

3. Polynomial

K(xi, x j) = (γxTi x j + r)
d
, γ > 0 (4.5)

4. Sigmoid

K(xi, x j) = tanh(γxTi x j + r) (4.6)

where γ, r and d are the kernel parameters.

By using different kernel functions, SVMs have the flexibility of implementing different

learning machines. In the thesis, the RBF kernel was chosen due to its high performance
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reported in the literature [115]. It also requires a simpler parameter selection since there

is only one parameter (γ) to be optimised.

The correct choice of kernel parameters is critical for good classification results. In this

experiment, we conducted an extensive search on the parameter space and used cross

validation to find the parameters that give the best performance. More details about the

experiments on the parameters selection are presented in section 4.5.3.

4.2.2 Multilayer Perceptron Feed-forward Artificial Neural Net-

work

Multilayer perceptrons (MLP) are a common type of feed-forward artificial neural net-

work (ANN). Its basic structure consists of one input layer, one output layer and one or

more hidden layers. The nodes (also called neurons or units) in each layer are connected

in the feed-forward fashion without any feedback paths or connections within the same

layer (Figure 4.3). Each connection is associated with a weight, w and a bias, b. These

values hold the ‘knowledge’ of the network and they are acquired through learning. In

each node, the weighted sum of each input from the previous layer plus the bias term

is calculated. The result is then transformed to the output using an activation function,

g(x). Different activation functions can be used, the most common types being linear,

sigmoid and Gaussian functions. In [116], Hornik et al. showed that an MLP can be

trained to approximate any function of interest to any arbitrary precision, provided that

there is a sufficient number of hidden units.

The number of input is equal to the number of features used for the classification and the

number of outputs is the number of classes to be classified. For the hidden layers, there

is no definitive rules for determining the number of layers or nodes to be used. Having

too few hidden layers may cause inaccurate classification. On the other hand, having

too many hidden layers will slow down the classification process and may result in over-

fitting. In practice, the best solution is usually obtained through extensive experiments

or based on past experiences for a particular application [117, 52].

All ANNs for supervised learning need to be trained to perform a specific task. The
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Figure 4.3: An example of the MLP network topology with n inputs, 1 output and two
hidden layers

training process updates the connections’ weights based on the given training patterns.

The most common learning algorithm is the back-propagation technique [118, 119]. This

technique performs gradient descent search in the weight space to minimise the errors

produced by the network’s output. The training process can be divided into two stages:

(a) Feed-forward the input training patterns through the MLP to generate the network’s

output, (b) Compute the error and back-propagate the network to adjust the connections’

weights with the goal of reducing the classification error. This process repeats itself for

a fixed number of iterations or until the desired minimum error is achieved.

In this chapter, the MLP for vehicle classification is trained using the back-propagation

technique. Symmetry sigmoid function (Figure 4.4) is used as the activation function

for the nodes in all layers. The performances of the MLP using different networks’ con-

figurations were systematically evaluated to find the best network’s topology for vehicle

classification. The MLPs are trained using the vehicle data set and their cross valida-

tion detection rates are compared. The configuration with the best result is then used to
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Figure 4.4: The response of the symmetrical sigmoid function. β is the slope parameter

generate the ROC curve.

4.2.3 Mahalanobis Distance

Mahalanobis distance [54] is a measure that can be used to assess the dissimilarity be-

tween two sets of variables. It differs from the Euclidean distance in that it takes into

account the correlation among the variables in calculating the distance. This is more

useful since most of the variables for classification are dependant on each other. Nor-

malising the variables by their covariance makes the comparison among the variables

more realistic.

Mahalanobis distance is commonly used as a minimum distance classifier. Usually the

distances between an unknown sample and several object’s classes are calculated and

the sample is classified into a class with the shortest distance. It has been successfully

used for applications such as text analysis [120, 121], object classification [122, 74, 123]

and medical diagnostics [124–126]. In this study, we used Mahalanobis distance as the

baseline for comparing the performances of different classifiers.

The Mahalanobis distance, DMahalanobis between an N-dimensional vector, x = (x1, x2, . . . , xN)T

and a group of vectors with mean, µµµ = (µ1, µ2, . . . , µN)T and covariance matrix S is de-

fined as:

DMahalanobis(x) =
√

(x − µµµ)TS −1(x − µµµ) (4.7)

In our experiment, µµµ and S represents the vehicle class’s distribution. They were calcu-

lated from the positive training samples which consists of 5000 vehicle images.
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To classify a test image, the Mahalanobis distance between the image and the µµµ of each

vehicle’s class is calculated. If the distance is below a set threshold, the image is classi-

fied as a vehicle. In the experiments, the Mahalanobis distances for 800 positive images

and 1000 negative images from the evaluation data set were calculated. Then by setting

the threshold at different levels, different values of true detection and false detection rates

can be calculated. These values are the possible operating points of the classifier. They

will be used to plot the Receiver Operating Curve (ROC).

4.3 Image Features Extraction

Usually the image data is not fed directly to the classifier, but it goes through an im-

age preprocessing stage to extract certain image attributes that are pertinent to the given

classification task. By removing the irrelevant data which can be the noise for the clas-

sification, the performance of the classifier can be improved. Another main reason for

features extraction is to reduce the dimensionality of the data to be processed by the

classifier. This will not only reduce the computation time for the classification process,

but also the time needed for training the classifier. A good feature should be able to

capture the distinctive characteristics for the object to be classified. It should also have

small variation over different background conditions.

In this study, we investigated the performance of two different image features for vehicle

classification. These features, Histogram of Oriented Gradient (HOG) and Gabor, are

commonly used for object classifications. The HOG feature has been successfully used

for person detection [57, 127–133] and the Gabor feature is often used for texture analy-

sis [67–69, 134]. Although there are several literature reporting the use of these features

for vehicle detection [38, 72, 135, 136, 60, 137], there is no comparative evaluation on

their performances. In this study, we compared the performance of these two features

under the same experimental setups. The results are then used for deciding which clas-

sifier is more suitable to be implemented in the vehicle detection system. The following

two subsections discuss the HOG and Gabor features and the features extraction process

used in this experiment.
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4.3.1 Histogram of Oriented Gradient Feature

The HOG feature is obtained by computing the gradient’s orientation for each pixel in

an image region. The orientations are then quantised into a predefined number of ranges

(see Figure 4.5) and their histograms are calculated and used as the feature vector for

classification.

Figure 4.5: The 8 histogram bins for quantising the gradient orientations

We follow the configuration described in [138] to divide the image subregion into cells

and blocks to facilitate the HOG feature extraction. The detailed steps are listed below:

1. Scale the image to 32x32 pixels and smooth it with a Gaussian filter

2. Divide the resulting image into 16 cells, with each cell 8x8 pixels

3. Each group of 2x2 neighbouring cells forms a block. A total of 9 overlapping

blocks are generated (see Figure 4.6)

4. Calculate the horizontal and vertical gradients (dx and dy respectively) for each

pixel, I(x, y) in the block using the following equation:

dx = I(x + 1, y) − I(x − 1, y) (4.8)

dy = I(x, y + 1) − I(x, y − 1) (4.9)
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5. Calculate the gradient orientation, θ for each pixel:

θ(x, y) = tan−1
(

dy
dx

)

(4.10)

6. Accumulate the orientations into 8 histogram bins

Figure 4.6: Dividing the 32x32 subimage into 16 cells and 9 overlapping blocks for the
HOG feature extraction (for clarity, only 4 blocks are drawn in the picture)

The eight histogram values from each block are concatenated to form a 72-dimension

HOG feature vector. This feature vector is used for the classifier training.

Variant of HOG Features

Several variants of HOG features were evaluated in the experiment. The variants use the

same technique for feature extraction but differ in the following parameters:

1. The number of orientation angles

2. The number of histogram bins

3. The method for calculating the pixel’s gradient
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The parameters that produce the best classification results were determined through ex-

periments. Figure 4.7 shows the summary for the HOG feature extraction.

Figure 4.7: Summary of the steps for HOG feature extraction

4.3.2 Gabor Filter

The two dimensional Gabor filter was first introduced by Daugman [139]. He showed

that 2D Gabor filters fit well in modelling the simple cells found in the receptive field of

the mammalian visual cortex. This finding has inspired many researchers to apply the 2D

Gabor filter for image analysis and computer vision. Several literature has reported the

successful use of the 2D Gabor filter for texture analysis [67–70], object segmentation

[134, 140] and classification [141–144].
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In the spatial domain, a 2D Gabor filter is represented as a Gaussian function modulated

by a complex sinusoidal wave. It can be formulated as [145, 70]:

ψ(z) =
‖k‖2

σ2 esp
(

−
‖k‖2‖z‖2

2σ2

)

esp( jkz) (4.11)

where z = (x, y) is the location parameters. σ is the standard deviations of the Gaussian

factor and ‖ · ‖ denotes the norm operator. The wave factor, k is defined as:

k = 2π f esp( jθ) (4.12)

where f (in cycle/pixel) is the central frequency of the sinusoidal plane wave and θ ∈

[0, π) is the orientation of the Gabor filter.

A Gabor filter will respond most strongly to a bar or an edge with a normal that coincides

with θ. Different values of f will cause the filter to respond differently to lines or bars

with different widths. By changing these parameters (θ and f ), a Gabor filter can be

tuned for optimal detection of bars or edges at different orientations and scales.

Gabor Feature Extraction

For a given input image, I(z) the Gabor response, O(z) can be obtained by convolving

the image with a Gabor kernel:

O(z) = I(z) ∗ ψ(z) (4.13)

where ∗ denotes a convolution operator.

Usually a filter bank that consists of several Gabor filters with different preferred ori-

entations and scales are used. The convolution results from each filter are put together

to form the Gabor features. Note that the Gabor function is a complex-valued equation.

This produces a response that consists of a real part and an imaginary part. Figure 4.8

shows some examples of the Gabor responses (real part and magnitude) for a vehicle (a)

and a non-vehicle (b). Four different Gabor filters with θ equal to 0◦, 45◦, 90◦ and 135◦

were used in this example.

The choice of values for the filter’s parameters is important in order to efficiently extract

the vehicle’s features. In this study, a set of Gabor filters with different orientations and
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Figure 4.8: Example of Gabor response for: (a) a positive image and (b) a negative image.
Four Gabor kernels with orientations 0◦, 45◦, 90◦ and 180◦ were used in this example.
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central frequencies were generated using the following wave factor equation [143]:

kµ,υ = 2π fµesp( jφυ) (4.14)

where µ ∈ {0, . . . ,m − 1} and υ ∈ {0, . . . , n − 1} with m and n represent the number

of scales and orientations used in the filters bank. fµ = fmax√
2µ

and φυ =
πυ
n define the

different values of scales and orientations. fmax is the maximum frequency, it was set to

0.5 pixel/cycle in the experiment.
√

2 (half octave) is used as the spacing factor between

different central frequencies. In this experiment, the performance of the Gabor bank,

generated using a different number of orientations, m and scales, n were tested.

The Gabor response has the same size as the input image. This generates features with

large dimensionality. For example, using a Gabor filter bank with four different ori-

entations and three different scales on an image with size 32×32 pixels will generate

4 × 3 × 32 × 32 = 12288 features. Due to the large data size, a post-Gabor processing is

usually required to produce a more compact feature set.

In this study, we use the statistical moments from the magnitude of the Gabor response to

construct the feature vector. The first three moments are considered, they are the mean,

µ, the standard deviation, σ and the skewness, γ. A similar technique is used in [70], but

they only consider the first two moments (mean and standard deviation). The skewness

has been included in our evaluation since it is also a discriminative feature for vehicle

classification [71].

Using the statistical moments as the image feature means that the location information

will be lost. In order to retain some spatial information, the image region to be processed

is divided into cells and overlapping blocks using the same technique as the HOG feature

extraction (section 4.3.1). The three moments are then calculated on each block. The

feature vector is constructed by concatenating all the results: µi j, σi j and γi j, where i and

j represent the filter’s number and the block’s number respectively.

For example, the feature vector generated using a Gabor filter bank with four orientations

and two scales can be represented as:

f = {µ11,σ11, γ11, µ12,σ12, γ12, . . . µ89,σ89, γ89}
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Figure 4.9: Summary of Gabor feature extraction used in this experiment
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The size of the feature vector is 216 (4 orientations × 2 scales × 3 moments × 9 blocks).

Figure 4.9 summarises the procedures for the Gabor feature extraction used in the exper-

iment.

4.4 Feature Dimension Reduction

The comparatively high dimensionality of image features often causes difficulties to

the standard object classification techniques. Therefore, feature dimension reduction

is sometimes an essential part for an image classification system. The principal aim for

feature reduction is to find a set of lower dimensional features which can still retain most

of the information relevant to the classification problem.

There are several advantages for reducing the dimension of the features [146]:

1. It will speed up the classification process due to the lower number of inputs fed

into the classifier and thus reduce the amount of data to be processed;

2. It will shorten the time required for the classifier training and reduce the storage

required for the training data;

3. It will reduce the cost of features extraction. This can be either the computational

cost for calculating the features or in some cases, the cost of the physical sensors;

4. Possible improvement in accuracy due to the removal of irrelevant or unimportant

features; and

5. It may reduce the risk of over-fitting by training on a set of ‘cleaner’ and more

compact features;

Feature reduction can be achieved through either feature transformation or feature selec-

tion. Feature transformation finds a mapping from the original features’ space to a lower

dimensional space. It creates a new set of features with a smaller dimension and ideally

these features will still be able to preserve most of the relevant information of the origi-

nal data. Common feature transformation techniques are Principal Components Analysis

(PCA) [147], Independent Component Analysis (ICA) [148] and Factor Analysis (FA)

[149].



90 CHAPTER 4. A CLASSIFIER-BASED VEHICLE VERIFICATION TECHNIQUE

In some applications it is more desirable to use feature selection rather than transfor-

mation. Feature selection finds an optimal subset of features from the original features’

pool and uses them for the classification. Obviously the main benefit of this technique

over feature transformation is the saving of computation time for calculating the trans-

formation and for extracting the unnecessary features. Most feature selection techniques

involve the ranking of the original features according to their importance. A subset of

features is then selected based on their positions in the ranking.

In this study, we aim to improve the classification speed by reducing the number of

features. Feature selection is used to find a subset of the most relevant features for the

vehicle classification. Two different features ranking techniques were explored. One is

based on the information inferred by the coefficients of the PCA and the other uses the

statistical F-score measure.

4.4.1 Feature Selection Using Principal Component Analysis

PCA [147, 150] is a common technique for features’ dimension reduction. Convention-

ally it is used as a feature transformation technique. It first calculates the covariance

matrix, C of the original n-dimensional features vector extracted from the training im-

ages. Next, it computes all the eigenvectors and eigenvalues from C. There are n pos-

sible numbers of eigenvectors that can be calculated. They are then sorted according

to the size of their corresponding eigenvalues. These eigenvectors are called the Prin-

cipal Components (PCs). Each of them consists of n numbers of coefficients and each

coefficient is associated with a feature from the original feature space.

It can be proved that the PCs are orthogonal to each other [151] and as a whole they form

n orthogonal axes for the data space. When projecting an observation onto these axes, a

new set of n uncorrelated features can be derived. The feature derived from the first PC

has the highest variance and the subsequent PCs produce features with lower variance.

The essence of PCA is that the features derived from the first few PCs are enough to

retain most of the variation present in the original data. Therefore, feature reduction can

be achieved by discarding the rest of the PCs.

However, the calculation for each derived feature requires n × n multiplications and the
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use of all original features. This will further increase the time for feature extraction and

thus deteriorate the classification speed.

In this study, we chose to use a feature selection technique proposed in [147] which

utilises the information inferred in the PCs’ coefficients for features ranking. This tech-

nique can be summarised as below:

1. Calculate the Covariance Matrix and the PCs as described above;

2. Start from the first PC, choose the feature that is associated with the largest coef-

ficient and place it at the top of the ranking;

3. Do the same for each successive PC, but each time picks a new feature that have

not been chosen and place the feature in the next position in the ranking.

This approach is reasonable because each PC is associated with a group of highly corre-

lated features. A single dominant feature is enough to preserve most of the information

of that group. A feature picked from the first PC has the highest ranking since the pro-

jection onto that PC retains the highest variance and thus its underlying group of features

are more important.

In this study, we conducted the following experiments to systematically evaluate the

performance of different features’ subsets:

1. Extract the original feature set. Rank the features according to their importance

using the technique described above;

2. Remove four feature with the lowest ranking. Use the remaining to train a classi-

fier;

3. Measure the performance of the classifier using cross validation;

4. Repeat 2-3 on the remaining features. Stop when the classification’s performance

falls below an undesirable level.

From the experiment, a set of reduced features with comparable performance as the full

feature set was identified. The experiments and the results are presented in section 4.5.6.
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4.4.2 Feature Selection Using F-Score

F-score is a simple statistical method to measure the discrimination of two sets of real

numbers. In [152], Chen et al. proposed to use F-score to rank a feature based on

the degree of discrimination between the feature and the class labels. Features with a

high F-score are more discriminative and therefore are considered to be more important.

Several of the literature have also reported the successful use of this technique to reduce

the feature’s dimension for some biological classification problems [153–155].

Given a set of m positive instances (x+i, j) and a set of n negative instances (x−i, j), where i

and j denote the ith sample and jth feature respectively, the F-score of the jth feature is

defined as:

F( j) ≡

(

 x+j −  x j
)2
+

(

 x−j −  x j
)2

1
m−1

∑m
i=1

(

x+i, j −  x+j
)2
+ 1

n−1
∑n
i=1

(

x−i, j −  x−j
)2 (4.15)

where  x j,  x j+ and  x j− are the average of the jth feature of the whole data set, the positive

set and the negative set respectively.

In general, F-score calculates the ratio of the inter-class variance over the sum of within-

class variance. The down side of this technique is that it considers each feature separately

and therefore could not reveal the mutual information among the features. However, it

is simple to calculate and can be effective for most cases [152].

In this study, F-score is used as a selection criterion to find the important features for

vehicle classification. First, the features were ranked based on their F-score values.

Then the experiment to evaluate the features’ subset as described in the previous section

was carried out to find a subset with the best classification performance. The details of

the experiments and the results are presented in section 4.5.6.

4.5 Performance Evaluation

In this section, the performance of the vehicle classifier using different combinations of

image features and classifiers were evaluated. Two types of image features were tested.

They are the HOG and the Gabor features, extracted using the techniques described in
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section 4.3. These features were trained and evaluated on three different classifiers: the

SVM, the MLP and the Mahalanobis distance classifiers.

The software for this experiment was written in C/C++ programming language. The

OpenCV [107] and the libSVM [156] libraries were used in the implementation. There

are two main modules in the software. One is for the feature extraction and the other for

the classification and the calculation of detection rates. The feature extraction module

extracts the required image features for the training and evaluation sets. The extracted

features are saved in a feature file using the format described in Appendix 1. The file

can then be read by the classification module to train a classifier and to evaluate the

classification performance using different performance matrices.

Since the classifier is targeted for used in a real-time vehicle detection system, the speed

of the classification will also be measured and compared. All timing measurements

were done by the software running on a standard laptop with an Intel Core Duo 2.0 GHz

processor. Also, for fair speed comparison, all codes were written without any specific

software optimisation.

4.5.1 Performance Matrices

Two performance matrices were used in the experiment. They are the ROC curve and

cross-validation. These matrices provide some quantitative measures to enable proper

comparison among different classifiers.

ROC Curve

The ROC curve is a common technique for assessing the performance of a classifier.

It is a plot of operating points showing the possible tradeoff between a classifier’s true

positive (TP) rate and false positive (FP) rate. The operating points are obtained by

varying some underlying parameters of the classifier and then measuring its TP and FP

rates. An example of an ROC plot is shown in Figure 4.10.

In the figure, the classifier with an ROC curve that lies closer to the top left corner

(classifier 1) has better performance compared to the other classifier. The area under the

ROC curve can also be used as an overall measure for the classifier’s performance. The
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Figure 4.10: An example of the ROC curves

analysis of the ROC curve can also help in the selection of a suitable operating point for

the classifier implemented in the final vehicle detection system.

Cross Validation

A classifier that generalises well on the training data might not perform well on the

validation set. In such cases, cross validation can provide a more accurate estimate on

the classifier’s performance. For a v-fold cross validation, the data is first divided into v

subsets. v-1 subsets are used for the training and the final subset is used for the validation.

This process repeats for v times, each time a different subset is used as the validation set.

The average of all the validation results is then calculated and used as a quantitative

measure for the classifier’s performance.

4.5.2 Vehicles Data Set

Due to the large inter-class variability for vehicles, a large training sample was collected

for the classifiers training and evaluation. The positive images were either taken around

the City of Perth using a digital camera or downloaded from the internet using the image
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search engine. The images are randomly split into two groups: the training set and the

evaluation set. Some examples of positive and negative images are shown in Figures

4.11 and 4.12.

Figure 4.11: Example of positive training images

Figure 4.12: Example of negative training images

Training Set

The training set consists of 5000 positive images and 6000 negative images. The positive

images were originated from 2500 properly cropped vehicle’s rear view images. Since

the vehicles’ rear views are approximately symmetrical, the images were horizontally

flipped to generate the 5000 positive training samples. The negative images were se-

lected to cover as many as possible of the non-vehicle objects that could appear on the
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road. These include 1200 symmetric objects such as sign boards, buildings and overhead

bridges and 4800 non-symmetric objects such as road markings, road dividers, shadows

on the road surface and vegetation. The non-symmetric objects were also included in

the training set to make the classifier more robust to remove any false positives picked

up by the cueing stage. A 3-fold cross validation procedure is used in the training. The

classifier’s model created from the training is then tested on the evaluation set.

Evaluation Set

This is an independent set of positive and negative images not used in the classifier

training. They are reserved for evaluating the performance of the generated classifier

and the estimation of operating points for the ROC plot. This set of data consists of 800

positive and 1000 negative images.

4.5.3 Classifier Training

Before using the training images for training or classification, they need to go through

a preprocessing stage for feature extraction. Two types of features will be evaluated in

this experiment. They are the HOG and Gabor features.

Figure 4.13 shows the steps taken in the preprocessing stage. First, the image is his-

togram equalised to spread the brightness value. This step is important in order to ac-

count for the differences in lighting and contrast in the images. Next, the image is scaled

to a fixed size of 32×32 pixels. Finally it goes through the feature extraction step, where

different algorithms are applied to generate the feature vector. To maximise the classifi-

cation performance, the feature values are normalised to the range from -1 to +1 [115].

The feature vectors are stored in a feature file and it can be used by any of the classifier

modules for training or evaluation.

Figure 4.13: Image preprocessing and feature extraction
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The output of the SVM or MLP classifier is a fractional value ranging from -1 to 1.

An output of -1 represents a non-vehicle while an output of 1 represents a vehicle. The

values in between these two limits tell how close the classification is toward the two

object classes. For the Mahalanobis distance’s classifier, the calculated distance is used

in the same manner to assess the probability of an object being classified as vehicle.

For all the three classifiers, a simple decision function based on thresholding is used to

separate the vehicle from non-vehicle classes. The ROC curve can be constructed by

applying different threshold levels at the output of a classifier and then plotting the true

positive rate versus the corresponding false positive rate at each threshold level.

Parameter Selection for the SVM and MLP Classifiers

For the SVM classifier, the selection of several parameters in the classifier is very im-

portant in order to get good classification result. In this experiment, the values of the

parameters are empirically determined using cross-validation. There are two free pa-

rameters to select: one is γ from the RBF kernel and the other is C, a noise parameter

that controls the tolerance of classification error in learning. In this experiment, an ex-

haustive search is carried out to find the best γ and C. The search is done in two stages.

The first stage performs a coarse search to scan for the best parameters’ values across

a wider range. Then the second stage makes a finer search around the values identified

by the coarse search. Since it is very time consuming to run the parameters’ search on

the large training set using the 3-fold cross validation, the search was carried out on a

subset of the training images. The subset consists of 1000 positive and 1000 negative

images randomly selected from the training set. The values that produced the best cross

validation result are then used to train the whole training set and generate the final model

for the classifier.

For the MLP classifier, its discrimination ability can be highly affected by the network

topology used. The topology defines the number of hidden layers and the numbers of

nodes for each layer. The number of training cycles (epochs) may also affect the general-

isation of the classifier since too many cycles will lead to overfitting. In the experiments,

the best network topology and number of training cycles were determined through em-

pirical evaluation. Many networks with different configurations were trained and the
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results were systematically analysed. The configuration with the best cross validation

result was chosen and used for plotting the ROC curve.

From the experiments, it was found that the best network configuration for the HOG

feature consists of two hidden layers with 20 nodes in the first and 10 nodes in the

second hidden layer. For the Gabor feature, the best topology from the evaluation is also

using two hidden layers, but it needs 50 and 25 nodes in the first and second hidden

layers. This difference is largely due to the different in the feature’s size for the HOG

and Gabor.

4.5.4 Performance Evaluation for the HOG Feature

In this section, the classification performance of the HOG feature is evaluated. Sev-

eral variants of HOG were considered. All the variants use similar feature extraction

technique as described in section 4.3.1. However, they use different parameters for the

histogram calculation. The parameters under consideration in this experiment are:

1. The number of histogram bins;

2. The grouping of histogram bins; and

3. The methods for calculating the pixel’s gradient.

The results are presented in the following subsections.

Performance of the HOG Feature Using Different Numbers of Histogram Bins

In the HOG feature extraction, the orientation angles are equally divided into several his-

togram bins. The number of histogram bins determines the fineness of the orientation’s

details captured by the features. Having too many bins may capture a lot of irrelevant

orientations originated from the image’s noise or the background clutter. It will also

slow down the classification process. On the other hand, using too few histogram bins

may miss out some important vehicle’s features and thus degrade the classification per-

formance.
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In this experiment, the performance of the HOG features with 4, 8, 16 and 32 histogram

bins were evaluated (see Figure 4.14). These numbers of histogram bins generate fea-

tures with sizes 36, 72, 144 and 288 respectively.

Figure 4.14: Dividing the orientation angles into 4, 8, 16 and 32 histogram bins (shown in
(a), (b), (c) and (d) respectively)

Table 4.1: Performance of HOG feature with different number of histogram bins

Number of Detection rate Area under the Processing
histogram bins ROC curve time (ms)

4 86.1% 0.9875 13.35
8 90.8% 0.9921 22.61

16 96.7% 0.9969 61.02
32 97.1% 0.9973 276.22

The three-fold cross validation results and the ROC curves are shown in Table 4.1 and

Figure 4.15 respectively. From the results, it can be seen that features with higher num-

bers of orientation bins perform better. When doubling the number of bins from 4 to
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Figure 4.15: ROC curves for HOG feature with different number of histogram bins

8 and from 8 to 16, there are significant improvements in performance (better by 4.7%

and 5.9% respectively). However, only a small improvement (<1%) is achieved when

doubling the histogram bins from 16 to 32. These results show that some vehicle’s fea-

tures are represented in the finer orientation’s details. However, at 16 bins, most of the

salient orientation’s features have been extracted. Therefore, increasing the histogram

bins beyond this number will only gain a little improvement.

Another important finding from this experiment is that the processing time for the classi-

fication increases drastically for every increase in the number of features. This is because

the complexity of the classifier increases exponentially with the number of inputs. The

processing time is another critical factor to be considered when deciding the final feature

to be used in the vehicle detection system.

Combining Orientations With Opposite Directions

In the previous experiment, the sign of the gradient’s angles was taken into consideration

when voting the orientations into the histogram bins. In this experiment, we considered
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HOG features that ignore the sign information. This means that orientations with oppo-

site direction are grouped into the same histogram bin (see Figure 4.16).

Figure 4.16: Figure shows the grouping of orientations with opposite direction into the
same histogram bin. Two examples are shown here: (a) Grouping of 8 orientations into 4
bins and (b) Grouping of 16 orientations into 8 bins

Table 4.2: Performance of HOG feature with and without grouping of the opposite orien-
tation bins

Number of Combine opposite Number of Detection Area under the Processing
orientations orientation? histogram bins rate ROC curve time (ms)

8 No 8 90.8% 0.9921 22.61
8 Yes 4 92.3% 0.9928 12.92

16 No 16 96.7% 0.9969 61.02
16 Yes 8 97.8% 0.9980 22.78
32 No 32 97.1% 0.9973 276.22
32 Yes 16 98.1% 0.9982 59.83

The test results are shown in Table 4.2 and Figure 4.17. It was found that in all the test

cases, grouping of the opposite orientation’s bins has improved the classification perfor-

mance. One explanation for this is that the ‘sign’ of the pixel’s orientation does not carry

any critical information about the shape of the vehicle. By grouping the bins, the confus-

ing ‘signed’ orientations coming from the image’s background can be eliminated. This

creates a cleaner set of features which in turn improves the classification performance.

In addition, the grouping of the orientation bins reduces the number of features by half.

This is a big advantage since it will significantly reduce the processing time.

Note that the feature with 32 orientations grouped into 16 bins is only slightly better

than the feature with 16 orientations grouped into 8 bins (better by <0.5%). However,
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Figure 4.17: ROC curves for the HOG feature with and without grouping of the opposite
orientation bins

the latter is more preferable since it has a smaller number of features and only requires

about one third of the processing time. Therefore, this configuration is chosen to be used

in the subsequent experiments.

Performance of the HOG Feature Using Different Methods of Gradient Calcula-

tion

The pixel’s orientations are calculated from the horizontal and vertical gradients (dx

and dy respectively). These gradients can be computed using different methods. In

this experiment, the effects of using different gradient’s calculations on the classification

performance were evaluated. The following techniques for the gradient’s calculation

were considered:

1. 1D non-centred derivative:

dx = I(x + 1, y) − I(x, y)

dy = I(x, y + 1) − I(x, y)
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This is equivalent to convoluting each pixel with the following convolution masks:

Gx =

[

−1 1
]

, Gy =
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2. 1D centred derivative:

dx = I(x + 1, y) − I(x − 1, y)

dy = I(x, y + 1) − I(x, y − 1)

The equivalent convolution masks:

Gx =

[

−1 0 1
]

, Gy =
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3. 3x3 Sobel masks:

dx = I(x + 1, y − 1) − I(x − 1, y − 1) + 2 ∗ I(x + 1, y) − 2 ∗ I(x − 1, y) +

I(x + 1, y + 1) − I(x − 1, y + 1)

dy = I(x − 1, y + 1) + 2 ∗ I(x, y + 1) + I(x + 1, y + 1) − I(x − 1, y − 1) −

2 ∗ I(x, y − 1) − I(x + 1, y − 1)

The equivalent convolution masks:

Gx =
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The three-fold cross validation results and the ROC curves are shown in Table 4.3 and

Figure 4.18 respectively.

Table 4.3: Performance of HOG feature with different methods of gradient calculation

Types of gradient Detection rate Area under the Processing
calculations ROC curve time (ms)
1D non-centred derivative 98.4% 0.9985 22.45
1D centred derivative 97.8% 0.9980 22.78
3x3 Sobel masks 96.2% 0.9968 22.95

The results show that the 1D non-centred derivative method gives better performance

compared to the centred derivative and the sobel mask methods (better by 1.6% and

0.6% respectively). This implies that the gradient calculation using less neighbouring

pixels provides better performance. One possible reason for this is that the local pixel’s
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Figure 4.18: ROC curves for the HOG feature with different methods of gradient calcula-
tion

orientation that represents the shape of a vehicle can be better extracted using a smaller

convolution mask. Larger convolution mask may dilate this information and cause the

loss of some detailed features. For the processing speed, there is not much difference

among the three techniques. Therefore, the 1D non centred method is considered to be

the best method and will be used in the subsequent experiments.

Performance of HOG Feature on Different Classifiers

The previous experiments used SVM for classification. In this section, we investigate

the performance of the HOG feature on two other classifiers introduced in sections 4.2.2

and 4.2.3. They are the MPL artificial neural network and the Mahalanobis distance

classifiers. For this experiment, we used the HOG feature with 32 orientations grouped

into 16 bins and 1D non-centred gradient calculation. This is the best feature identified

so far from the previous experiments. The test results are shown in Table 4.4 and Figure

4.19.

From the results, it is obvious that the SVM outperformed the other two classifiers.
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Table 4.4: Performance of HOG feature on different classifiers

Types of classifiers Detection Area under the Processing time
rate ROC curve time (ms)

SVM 98.4% 0.9985 22.45
MLP ANN 96.5% 0.9972 8.62
Mahalanobis distance 78.1% 0.9750 3.10
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Figure 4.19: ROC curves for HOG feature using different classifiers

Mahalanobis distance is the fastest classifier. But unfortunately its classification perfor-

mance is far inferior. Although the SVM is the best performing classifier, it requires the

longest processing time. Yet, it is still considered to be the best candidate for the vehicle

detection system since this processing speed is acceptable for real time implementation.

4.5.5 Performance Evaluation for the Gabor Feature

This section evaluates the performance of the Gabor features. First, we carried out some

experiments to find the best parameters for the Gabor feature extraction. Then we select

the best Gabor feature and analyse its performance on different classifiers. Finally we

compare the performance of the best Gabor-based classifier and the best HOG-based

classier identified in the previous section.
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Performance of the Gabor Feature With Different Scales and Orientations

In this experiment, we evaluated the performance of the Gabor features extracted using

different filter’s parameters. To do this, we first created several Gabor filter banks with

different numbers of orientations and scales. Then the filter banks were used as the

kernels to generate different Gabor features using the technique described in section

4.3.2. For this experiment, the SVM classifier was used to evaluate the performance of

the generated features.

Table 4.5: Performance of Gabor feature with different numbers of orientations and scales

Number of Number of Generated Detection Area under the Processing
Orientations scales feature size rate ROC curve time (ms)

2 2 108 92.8% 0.9937 163.42
2 3 162 93.1% 0.9928 286.40
4 2 216 95.0% 0.9953 468.66
4 3 324 95.0% 0.9951 854.16
6 2 324 95.8% 0.9970 838.44
6 3 486 96.0% 0.9973 1426.48
8 2 432 96.2% 0.9977 1234.50
8 3 648 96.3% 0.9975 1952.50
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Figure 4.20: ROC curves for Gabor feature with different numbers of orientations and
scales
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Table 4.5 and Figure 4.20 show the evaluation results. In general, the classification

performance increases with the number of orientations and scales used in the feature

extraction. At two orientations, it is equivalent to detecting only the horizontal and ver-

tical edges and therefore it has the worst performance. When using more orientations,

more vehicle’s edges at different angles were able to be detected and thus the classifi-

cation performance improved. However, the improvement became less significant once

the number of orientations exceeds four. This is possibly due to the fact that most of the

important vehicle’s edges have already been extracted. The results also show that the

number of scales used in the feature extraction can affect the classification performance.

Nevertheless, the impact is not as significant as the orientation. The overall classifica-

tion time of the Gabor feature is much higher compared to the HOG feature. This is

mainly due to the bigger feature’s size and the more complex feature extraction process

required by the Gabor feature. The best performing configuration (eight orientations and

three scales) requires close to two seconds of processing time which is obviously not

suitable for any real time implementation.

Performance of the Gabor Feature on Different Classifiers

This section compares the performance of the Gabor feature trained on the SVM, MLP

and Mahalanobis distance classifiers. The best Gabor feature identified in the last section

was used in the evaluation. The cross validation results and the ROC curves are shown

in Table 4.5 and Figure 4.20 respectively.

Table 4.6: Performance of Gabor feature on different classifiers

Types of classifiers Detection Area under the Processing time
rate ROC curve time (ms)

SVM 96.3% 0.9975 1952.50
MLP ANN 89.4% 0.9882 620.72
Mahalanobis distance 65.2% 0.9261 237.60

Similar to the HOG feature, the Gabor feature trained on the SVM classifier produced

the best result. This is followed by the MLP classifier and then the Mahalanobis distance

classifier. However, the SVM classifier requires far higher processing time compared to

the other two classifiers. For comparison reasons, the ROC curve for the best HOG-SVM

classifier (from the experiment in section 4.5.4) is also plotted on the same graph. As
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Figure 4.21: ROC curves for Gabor feature on different classifiers

can be seen, the performance of the Gabor-SVM classifier is inferior compared to the

HOG-SVM classifier. Besides the classification performance, the Gabor-SVM classifier

also required a considerably longer processing time (1.95 s) compared to the HOG-SVM

classifier (22 ms).

4.5.6 Performance Evaluation for Using Reduced Feature Sets

In this section, we picked the best classifier identified from the previous sections (HOG-

SVM) and attempted to improve its speed performance. This can be achieved by re-

ducing the number of features using feature selection. Two feature selection techniques

introduced in section 4.4 were evaluated. Both techniques rank the features according to

their importance for the classification problem.

The first technique uses the information inferred in the principal components (PCs) from

the Principal Component Analysis (PCA). In this experiment, first, the HOG features

were extracted from 5000 positive training images. Then the PCA is performed on the

extracted data. The next step is to analyse the coefficients of the PCs and pick one
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dominant feature from each PC. The ranking of the features is based on the order of the

PC where they came from.

In Figure 4.22, the percentage of variance accounted by each PC is shown in the bar

chart. The line plotted on the same graph shows the cumulative percentage of the vari-

ance. It can be seen that the first few PCs accounted for most of the variance of the data.

The cumulative plot indicates that 80% of the total variance came from the first 16 PCs.

This suggests that it is possible to use a subset of the features to represent the full data

set.
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Figure 4.22: Percentage of variance explained by each Principal Component

The second feature selection technique is based on F-score. The F-score’s value for each

of the HOG feature were calculated and they were used for feature’s ranking. A feature

with a higher F-score is considered to be more important and it is placed at a higher

rank. In Figure 4.23, the bar chart shows the F-score values for all the features arranged

in descending order. The line plotted on the chart is the accumulated percentage of the

F-score values. Similar to PCA, there are a few dominant features with very high F-score

values. Also, the top 25 features have accounted for more than 80% of the total F-score

values. This indicates that a subset of features with high F-score is enough to retain most

of the information of the whole data set.
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Figure 4.23: F-score values for the HOG features

To evaluate the performance of the above features selection techniques, we created sev-

eral features subsets using the rankings proposed by both methods. Starting from the

full features set, four features from the bottom of the ranking are removed to create a

new subset. The same procedure is repeated for the remaining features until there are

only twenty features left. This created thirteen features subsets for each of the feature

selection technique. Each subset is then trained using the SVM classifier and the perfor-

mance is evaluated. The results are shown in the ROC curves in Figures 4.25 and 4.26.

The cross validation results are given in Table 4.7 and are also plotted in Figure 4.24.

From the results, it was found that all subsets with 32 or less features are non-optimal

since their detection rates are significantly lower. Whereas the subsets with 40 or more

features show little differences in their detection rates compared to the full feature set

(<0.2 %). This means that the 40-features’ subset selected by either of the two feature

selection techniques is sufficient to represent the full features set. It is also interesting to

note that in both the 40-features’ subsets from the two feature selection techniques, there

are 22 common features that mostly came from the horizontal and vertical orientation’s

bins. This is as expected since the horizontal and vertical edges are the most prominent

visual characteristics of a vehicle.
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Table 4.7: Cross validation detection rates for different features subsets

Number of features PCA-select’s F-Score’s Processing
in the features subset detection rate detection rate time (ms)

20 features 95.4% 96.3% 11.31
24 features 96.8% 97.4% 12.03
28 features 97.4% 97.7% 12.27
32 features 97.7% 97.8% 12.97
36 features 98.1% 98.2% 13.51
40 features 98.2% 98.3% 14.00
44 features 98.3% 98.3% 14.69
48 features 98.3% 98.2% 15.41
52 features 98.4% 98.3% 16.26
56 features 98.3% 98.4% 17.69
60 features 98.4% 98.4% 18.65
64 features 98.3% 98.4% 19.86
68 features 98.4% 98.3% 21.35

72 (all) features 98.4% 98.4% 22.45

Figure 4.24: Bar chart showing the cross validation detection rates for the reduced feature
sets selected by PCA and F-score
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Figure 4.25: ROC curves for the reduced feature sets selected using PCA
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Figure 4.26: ROC curves for the reduced feature sets selected using F-score
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From the experiments, it can be observed that the main advantage of using a reduced

features set is the saving of processing time. Using either of the 40-features’ subsets

rather than all the features will reduce the classification time by around 38%. Yet both

of them are able to provide comparable classification performance. Out of the two 40-

features’ subsets selected by the two different feature selection techniques, the F-score’s

subset was chosen since it has a slightly better performance compared to the PCA’s

subset. This subset in combination with the SVM classifier will be implemented in the

vehicle detection system.

4.6 Summary

This chapter described the development of a two-class vehicle classifier. The purpose is

to use the classifier to verify the hypothesised vehicle in the vehicle detection system. In

the experiments, the discrimination ability of the HOG and Gabor features for vehicle

classification were investigated. For each of these features, a systematic approach was

taken to find the best parameters for features extraction. The performance of the features

were compared on the SVM, MLP and Mahalanobis distance classifiers.

From the experiment it was found that the HOG feature extracted using 32 orientations

grouped into 16 histogram bins produced the best result. Using a higher number of

histogram bins will improve the classification performance. However, this comes with

the cost of a higher computation time due to the larger feature’s size. From the results,

it was also observed that using the 1D non-centred technique for gradient calculation

outperformed the 1D centred or Sobel mask techniques.

On the whole, the HOG feature performed better than the Gabor feature. It also requires

a shorter processing time. Feature extraction for Gabor is slower since it requires the use

of a larger convolution mask. It also needs a post processing step to calculate the image

moments. On top of that, it generates a higher number of features and thus requires a

much longer classification time.

In the experiment, two approaches for features selection have also been investigated.

These approaches used either PCA or F-score to rank the features. An experiment was
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carried out on the best performing HOG features to evaluate the effect of reducing the

number of features. The results showed that for both the feature selection techniques, a

subset of 40 highest ranking features is sufficient to represent the full 72 features. The

40 features’ subset selected by F-score was chosen to be used in the vehicle detection

system since it has a slightly better performance compared to the PCA’s subset.

For both the HOG and Gabor features, the SVM classifier achieved better performance

compared to the MLP and the Mahalanobis distance classifiers. However, it demands the

highest computational cost. The MLP requires a slightly shorter processing time, but its

classification performance is poorer compared to the SVM. The Mahalanobis distance

classifier is the fastest, however, its performance is significantly inferior. Given the real

time constraints for a vehicle detection system, it is critical to choose a fast technique

for vehicle verification. Yet, the SVM classifier was chosen to be implemented in the

vehicle detection system due to its good classification results and reasonable processing

time.

In conclusion, this chapter has proposed a vehicle classifier based on the SVM and the

HOG reduced features. The processing time of this classifier is 14 ms which is still

acceptable for real time implementation. The proposed classifier will be used to verify

the hypothesised vehicles identified in the cueing stage. Once a vehicle is verified, it is

added to the tracking list. From there on, a tracking process will monitor the movement

of the vehicle in the subsequent image frames. In the next chapter, the development of

a vehicle’s tracking function based on the Kalman filter and a reliability points system

will be discussed.



Chapter 5

Vehicle Tracking Using Kalman Filter

O
nce a vehicle is verified, the movement of the vehicle in the subsequent video

frames will be monitored by a tracking function. In this study, a tracking function

based on a Kalman filter and a reliability point system is proposed.

There are several advantages for including tracking in the system. First, by exploiting the

temporal coherence of the video frames, the region to search for re-detecting a vehicle

can be narrowed. Secondly, the tracking process can monitor the movement of a detected

vehicle even though it is momentary not detected in one or several consecutive video

frames. This will prevent the sudden ‘loss’ of a vehicle from the detection output due to

occlusion or poor contrast between the vehicle and the road background.

This chapter describes the development of the proposed vehicle tracking function. First,

the overall structure of the tracking module is explained. Then the application of a

Kalman filter for tracking vehicles in the image plane is described. Next, the integration

of a reliability point system to assess the quality of tracking is given in section 5.3. Then

the experiments and the evaluation results are presented in the experiment section. This

is followed by a summary in the last section.

5.1 The Vehicle Tracking Module

After the vehicles are detected by the verification stage, they will be passed to the track-

ing function. The tracking function manages all the detected vehicles in a tracking list

115
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and tracks their movement in the subsequent video frames. By having the tracking func-

tion monitor the detected vehicles, the relatively time consuming cueing and verification

stages can be bypassed for certain video frames to improve the overall speed of the sys-

tem. This will not cause huge impact to the detection rate since a vehicle usually comes

gradually into the scene over several image frames.

Figure 5.1: Flow diagram of the vehicle tracking process

Figure 5.1 shows the flow diagram of the tracking module. At every tracking cycle, the

tracker updates the positions of the vehicles in the tracking list by trying to re-detect
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the vehicles around their previous positions. This is assisted by a Kalman filter which

predicts the trajectory and the most probable locations of the vehicles in the subsequent

video frames. This will narrow down the search area for re-detecting a vehicle

If a vehicle is detected in the search area, the tracking function will check if it is near to

any newly detected vehicle. Two nearby vehicles with size and aspect ratio close to each

other will be merged and the result updated to the tracking list. Ideally, each tracked

vehicle should be re-detected if it does not leave the scene. However, due to occlusion

and the variable contrast between the vehicles and the road background, some vehicles

are not being re-detected in every frame.

The quality of tracking is assessed using a reliability point system. When a vehicle is

first detected, it is assigned with some initial points. During the tracking cycle, points are

added if the vehicle can be successfully re-detected. Otherwise, points will be deducted.

A vehicle is considered valid if its reliability point is above a certain threshold. However,

if the point falls below zero, the vehicle is assumed to be no longer in the scene and will

be removed from the tracking list. By incorporating the reliability point system into

the tracking, wrong termination of a tracked vehicle due to momentarily unsuccessful

detection in one or several frames can be avoided.

5.2 Application of Kalman Filter for Vehicle Tracking

A Kalman filter is integrated into the tracking function to predict the location of a vehicle

in the future video frames. There are several advantages for including the Kalman filter

into the tracking process:

1. It improves the re-detection rate since the search is carried out at the best estimated

location of the vehicle in the next video frame.

2. It reduces the search area for vehicle re-detection and hence shortens the compu-

tation time.

3. By discarding other parts of the image in the search, the possible number of false

detections can be reduced.
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In addition, the smoothing effect of the Kalman filter will refine the tracking result from

the uncertainty of the measurement noise and handle the situation of momentarily missed

detections.

The following subsections explain the Kalman filtering and its application for tracking

vehicles in the image plane.

5.2.1 The Discrete Time Kalman Filter

The process and the measurement models of a linear discrete-time system can be defined

by the following equations [157, 158]:

xk = Fk−1xk−1 + wk−1 (5.1)

yk = Hkxk + vk (5.2)

where xk and yk are the state and measurement vectors at time k. Fk and Hk are the

transition and measurement matrices.

The process noise, wk and the measurement noise, vk are assumed to be independent,

zero-means, white Gaussian noise with covariance matrices Qk and Rk respectively:

wk ∼ (0,Qk) (5.3)

vk ∼ (0,Rk) (5.4)

The Kalman filter estimates the state of the process by recursively updating the system

dynamics. This is done in two phases– the time update phase and the measurement

update phase [159]. This is illustrated in Figure 5.2.

Figure 5.2: The two-phase Kalman filter cycle: The time update predicts ahead in time
based on the current state. The measurement update adjusts the prediction with the data from
the latest measurement
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The time update phase projects forward in time the current state and error covariance to

obtain the a priori estimates for the next time step. This projection does not take into

account the latest measurement. The measurement update phase incorporates the latest

measurement into the system’s model to get the a posteriori estimates of the state and

error covariance.

The time update and the measurement update algorithms are summarised in equations

5.5 to 5.9. In the equations, the subscript indicates the time step while the superscripts

‘-’ and ‘+’ indicate the a priori and the a posteriori estimates respectively. x̂ denotes

the estimate for x.

The Time Update Equations

The time update equation for calculating the a priori state estimate is given by:

x̂−k = Fk−1x̂+k−1 (5.5)

The time update equation for the a priori error covariance estimate is:

P−k = Fk−1P+k−1FTk−1 (5.6)

The Measurement Update Equations

After getting the newest measurement, yk, the a posteriori estimate, x̂+k is calculated

using the following measurement update equation:

x̂+k = x̂−k +Kk(yk −Hkx̂−k ) (5.7)

The a posteriori error covariance is updated using this measurement update equation:

P+k = (I −KkHk)P−k (5.8)

where Kk is called the Kalman filter gain. It is given by the following equation:

Kk =
P−kHT

k

HkP−kHT
k + Rk

(5.9)

The cycle for the time and measurement updates repeats for every time step. The goal of

the Kalman filter is to provide the best estimate for the state of the system based on the

current available knowledge in the system’s model and the measurement data.
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5.2.2 Implementation of the Kalman Filter for Vehicle Tracking

In this study, a Kalman filter is used to predict the motion and the changes in image

size of a vehicle in the image plane. At video frame rate (>10 fps), the movement

of a vehicle’s image between two consecutive video frames is small. Therefore, it is

sufficient to model such movement as constant velocity [158]. These assumptions allow

the system to be modelled using the linear discrete-time Kalman filter described in the

previous section. The linear Kalman filter is simpler and not as computationally costly

compared to the non-linear models such as the Extended Kalman filter or Particle filter.

Figure 5.3: Figure shows the parameters used in the Kalman filter. They are the coordinates
of the vehicle’s centre point (x, y) and the area of the vehicle’s image (A)

The variables that are integrated into the Kalman filter are the centre point, (x, y) and

area, A of the tracked vehicle in the image plane (Figure 5.3). This has resulted in the

following state and measurement vectors:

xk = [x, y, A, vx, vy, vA]T (5.10)

yk = [x, y, A]T (5.11)

where vx and vy are the velocities in the movement of the vehicle’s centre point in the x

and y directions. vA is the rate of change in the vehicle’s image size.
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With these state and measurement matrices, the Kalman transition matrix, Fk and mea-

surement matrix, Hk can be constructed as follows:

Fk =
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(5.12)

Ht =
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(5.13)

where ∆t is the time difference between the current and the last video frame.

The covariance matrices for the process and measurement errors (Qk and Rk) are as-

sumed to be constant over time. This study follows a technique described in [158] to

initialise their values. The technique was developed to model any translational motion

with constant velocity and arbitrary acceleration in the image plane. Based on this tech-

nique, the initialisation values for Qk and Rk are given as:

Qk =
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(5.14)

Rk =
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(5.15)

where ae,x, ae,y and ae,A are the spectral amplitudes of white noise and σ2
e,x, σ2

e,y and σ2
e,A

are the variances of the measurement errors (for x, y and area respectively).
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The Kalman filter models the state’s probability distribution as Gaussian. This means

that each Kalman filter can only track a single vehicle. To overcome this limitation for

tracking multiple vehicles, a separate Kalman filter is instantiated for each vehicle in the

tracking list.

The a priori estimate of the Kalman filter suggests the location (vehicle’s centre point)

and size of the region where a vehicle could possibly appear in the video frame. This

information is utilised by the tracking function to narrow down the search space for re-

detecting a vehicle. Once the re-detection is accomplished, the new measurement data

will be reconciled into the system’s model. The a posteriori estimate is then calculated

and used as the best estimate for the vehicle’s location and size in the current video

frame.

5.3 The Reliability Point System

A reliability point system is used to assess the quality of the tracking. The assessment is

based on a simple rule-based technique.

When a vehicle is initially detected, it is assigned with some reliability points. The vehi-

cle is then tracked over a sequence of video frames, during which time it may accumulate

a number of reliability points. Points are added or deducted depending on how consistent

a vehicle can be re-detected. The following are the rules used by the tracking function

to update the reliability point of a vehicle:

1. When a vehicle is first detected, two reliability points are assigned to the vehicle;

2. If the vehicle is not re-detected in the following frame, one point is deducted;

3. If the vehicle is re-detected in the following frame, one to three points may be

added. The number of points depends on how consistent the size and aspect ratio

between the current and the last detection. However, the maximum of points a

vehicle can accumulate is six;

4. If the reliability points of a vehicle are more than two, the vehicle is considered to

be valid and will be displayed at the tracking output;
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5. If the reliability point of a vehicle falls below zero, the vehicle will be removed

from the tracking list.

Based on these rules, a newly detected vehicle has to be tracked for at least one cycle

before it is displayed on the output. This is to prevent the display of false detections

which usually appear and disappear in short intervals. On the other hand, if a vehicle

has attained more than three points, it will keep on being displayed even though it is not

being re-detected in the following video frame. This will prevent the ‘disappearance’ of

a valid detection from the display due to momentarily missed detection. In a situation

where a vehicle is not being re-detected, the estimates from the Kalman filter will be

used to update the vehicle’s status during the tracking cycle.

New Detected Vehicles

Once a new vehicle is detected and verified, its descriptors are passed to the tracking

function, which are the vehicle’s centre point, aspect ratio and size. The tracking func-

tion will then take the following steps to update the vehicles to the tracking list:

1. Calculate the distance, d of a vehicle in the tracking list to every new detected

vehicle. The distances are calculated using the following equation, where (x1, y1)

and (x2, y2) are the centre points of two vehicles:

d =
√

(x1 − x2)2 + (y1 − y2)2 (5.16)

2. Find the vehicle with the shortest distance.

3. If the distance is less than a predefined threshold θd, and the differences in size

and aspect ratio of both vehicles are less than 10%, then merge both vehicles and

update the result to the tracking list. The value of θd was empirically determined

during the experiment. It was found that a value of 20 pixels can provide satisfac-

tory results.

4. Repeat steps 1–3 for all the remaining vehicles in the tracking list.

5. Any new detected vehicles that have not been merged are added as new entries in

the tracking list.
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5.4 Experiments and Results

Two experiments were carried out to test the efficiency of the vehicle tracker. The first

experiment investigated the tracking of a preceding vehicle from a following car. The

second experiment tested the tracking of an overtaking vehicle. Both experiments used

the pre-recorded video streams taken from a forward looking camera installed behind

the windscreen of a test vehicle. In the test, the coordinate of the vehicle’s centre point

(x, y) and the size of the vehicle’s image (A) were monitored over the consecutive video

frames. Both the measured and the Kalman estimated values were recorded and com-

pared. The purpose is to inspect the measurement error and to see how well the Kalman

filter can regulate those errors.

5.4.1 Tracking of a Preceding Vehicle

In this experiment, a preceding vehicle was tracked over 500 video frames. The test

video was taken by a host vehicle that followed closely behind another vehicle along a

highway. At around frame 420, the preceding vehicle started to steer to the right lane.

The results are plotted in Figure 5.4 to 5.6.

In the figures, the dotted lines represent the measured values while the darker lines are

for the values of the Kalman filter’s estimates. It can be seen that there are some random

fluctuations in the measured values. This is mainly caused by the error in the bounding

box detection. However, less fluctuations were observed in the Kalman estimated values.

This can be seen in the figures where the plots for the Kalman filter’s estimates are

smoother. The results show that the Kalman filter can provide a good estimate for the

position and size of the vehicle. Using these values to decide on the region for finding a

vehicle in the subsequent video frame may improve the re-detection rate.

In Figure 5.4, the x-coordinate of the tracked vehicle increased substantially after frame

420. This happened during the preceding vehicle steered to the right lane. The size of

the vehicle’s image can provide some clues about the vehicle’s distance. From the plot

in Figure 5.6, it can be observed that the preceding vehicle was gradually moving away

from the test vehicle but it got closer again when it started to change lane.
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Figure 5.4: Preceding vehicle tracking: The measured and the Kalman’s estimated values
for the vehicle’s x-coordinate

Figure 5.5: Preceding vehicle tracking: The measured and the Kalman’s estimated values
for the vehicle’s y-coordinate
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Figure 5.6: Preceding vehicle tracking: The measured and the Kalman’s estimated values
for the vehicle’s image size

5.4.2 Tracking of an Overtaking Vehicle

The test video used in this experiment shows a vehicle overtaking the host vehicle from

the left lane. The system tracked the overtaking vehicle in 85 video frames. The results

are plotted in Figures 5.7 to 5.9.

Similar to the first experiment, there were random fluctuations in the measured values. In

addition, this test also has recorded two instances of missed detection which happened

during frames 8 and 47. These can be seen in the figures where there are two gaps

in the measurements plots. However, despite these gaps, the graphs for the Kalman

estimates still remained smooth throughout the whole test. The tracking process checks

and updates the reliability points of the ‘missing’ vehicle and keeps tracking it using the

Kalman’s estimated values.

This result shows that a combination of the Kalman filter and the reliability point system

can assure the continuous tracking of a vehicle even though there are some momentarily

missed detections.
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Figure 5.7: Tracking result for an overtaking vehicle: The measured and the Kalman’s
estimated values for the vehicle’s x-coordinate

Figure 5.8: Tracking result for an overtaking vehicle: The measured and the Kalman’s
estimated values for the vehicle’s y-coordinate
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Figure 5.9: Tracking result for an overtaking vehicle: The measured and the Kalman’s
estimated values for the vehicle’s image size

5.5 Summary

This chapter has described the development of a tracking function for the vehicle detec-

tion system. The function uses a Kalman filter and a reliability point system to improve

the efficiency of tracking. The Kalman filter is used to smoothen the irregularity due to

the error in the detection. It also predicts the most probable location and size of a tracked

vehicle in the subsequent video frame. This information is useful for the tracking func-

tion to re-detect the vehicles. By narrowing down the search area, the re-detection rate

can be improved while the processing time is reduced.

The reliability point system provides a simple and fast mechanism to monitor the quality

of tracking for the vehicles in the tracking list. A detected vehicle has to acquire a

certain reliability point before it is considered a valid detection. Also, a vehicle that has

accumulated a high reliability point will not be suddenly removed due to momentarily

missed detection. For these reasons, incorporating the reliability point system into the

tracking function will improve the overall robustness of the vehicle detection system.
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The experiment results have shown that the proposed tracking function can successfully

track the preceding and the overtaking vehicles in consecutive video frames. The prob-

lem of momentarily missed or wrong detection can also be handled.

The tracking function developed in this chapter forms the third module of the proposed

vehicle detection system. In the next chapter, the integration of all the three modules,

namely, cueing, verification and tracking into the complete system will be discussed.





Chapter 6

System Integration, Experiments and

Results

T
he previous three chapters described the development of the three main modules

for the proposed vehicle detection system. The integration of these modules to

form the complete system is explained in this chapter. The performance of the system

was tested under different road conditions and the results are presented in section 6.2.

6.1 The Proposed Vehicle Detection System

The flow diagram of the proposed vehicle detection system is shown in Figure 6.1. The

complete system was formed by the integration of the three core modules developed in

the previous three chapters. The first module detects the symmetric regions in the image

and uses them as the hypothesised vehicles’ locations. An ROI is then defined around

the centre point of each region where a possible vehicle’s bounding box is searched. If a

valid bounding box is detected, it will be verified by the classifier module to determine

whether it belongs to a vehicle.

It is essential to keep the edges and the silhouette of the vehicle for the verification

process. Therefore, the region of the bounding box for verification is enlarged by a few

pixels in all directions. In order to compensate for possible errors in the bounding box

detection, the verification is done by scanning the enlarged region at different locations

131
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Figure 6.1: The flow diagram of the proposed vehicle detection system

and scales. Due to the high computational requirement of the classification process, only

a coarse scanning with an average of three verifications per detection window is carried

out.

The selection of a proper operating point for the classifier in the verification module
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is critical, since it will determine the sensitivity of the system. For the experiments in

this chapter, the best operating point is empirically selected during the evaluation phase.

The goal of the selection is to find a point with the best trade off between the number

of missed detections and the number of false detections. Increasing the sensitivity will

reduce the number of missed vehicles, but at the same time it will generate a lot of false

alarms. On the other hand, if the sensitivity is set to too low, the system might miss out

some critical vehicles.

If a vehicle is detected, it will be passed to the tracking module. Otherwise, the ROI

will be enlarged by 10% and the same process for bounding box detection and vehicle

verification is repeated. However, this is allowed to continue for two iterations before

the hypothesised location is considered a non-vehicle and consequently discarded.

When the tracking module receives a detected vehicle, it will either merge the vehicle

with one in the tracking list or initiate a new tracking instance. It then monitors the

movement of the tracked vehicles in the subsequent video frames and draws the results

on the output display window.

A vehicle usually comes gradually into the scene over several image frames. Therefore,

it is acceptable to regularly skip the comparatively time consuming cueing and verifi-

cation stages to reduce the overall processing time of the system. This is illustrated

in Figure 6.2. Different numbers of frames to skip were tested during the experiment.

It was found that periodically skipping by three frames can significantly speed up the

system without affecting the detection rate.

Figure 6.2: Regularly skipping the cueing and verification stages to reduce the overall
processing time of the vehicle detection system
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6.1.1 Software Modules

The proposed system was implemented on the ImprovCV [106, 105] image processing

framework developed in the University of Western Australia, Computational Intelligence

Information Processing Systems (CIIPS) research group. Several publicly available soft-

ware libraries were also used in the implementation. They are the OpenCV [107] image

processing library and the libSVM [156] Support Vector Machine library.

The software was written in C/C++ programming language. It was implemented as

several add-on modules to the ImprovCV framework (see Figure 6.3). The modules were

implemented based on the proposed algorithms from the previous three chapters. They

were individually tested before integrating into the complete vehicle detection system.

The training of the classifier used in the verification module was done offline. Based on

the evaluation in Chapter 4, the classifier model with the best classification result was

used in the implementation.

Figure 6.3: The main software modules for the vehicle detection system
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6.1.2 Hardware Components

The main hardware for the vehicle detection system consists of a Logitech C905 USB

camera and a Dell 6400 laptop computer. The camera is fixed to the windscreen using

a suction cup. The image resolution of the camera was set to VGA (640 × 480 pixels).

This resolution is sufficient to detect the preceding vehicles at distances less than 50m,

which are the critical distances for collision avoidance.

The laptop computer was running at 2.0 GHz on an Intel Core Duo processor with 2GB

RAM. Figure 6.4 shows the setup of the vehicle detection system in a BMW X5 vehicle.

The software has the option of either getting the input images from the camera or a

pre-recorded video stream.

Figure 6.4: Figure shows the setup for testing the vehicle detection system in a BMW X5
vehicle



136 CHAPTER 6. SYSTEM INTEGRATION, EXPERIMENTS AND RESULTS

6.2 Experiments and Results

6.2.1 Experiment Setup

The performance of the system was evaluated on several pre-recorded video streams.

Pre-recorded videos were used instead of live camera feeds in order to allow careful

analysis of the results in the laboratory. The accuracy of the system can be affected by

different road environments. Therefore, several test videos taken on different roads and

weather conditions were used in the evaluation.

The outputs of the vehicle detection system were manually analysed frame by frame to

calculate the detection rates. To determine whether a vehicle is correctly detected, the

bounding box predicted by the system is compared with the area covered by the vehicle

in the image. A vehicle is considered detected if the area of the bounding box covers

more than 80% of the vehicle’s image and the difference in size between the detected

bounding box and the vehicle’s image is less than 10%. This is given by equation 6.1

and 6.2 where AV and AD are the areas of the vehicle’s image and the detected bounding

box respectively.
AV ∩ AD
AV

> 0.8 (6.1)

|AV − AD|
AV

< 0.1 (6.2)

The performance of the system is evaluated using the following three measures: True

Positive Rate (TPR), False Positive Rate (FPR) and False Negative Rate (FNR). They

are calculated using the following equations:

TPR =
Number o f vehicles detected

Number o f vehicles appearing in the video f rames
× 100% (6.3)

FPR =
Number o f f alse detections

Number o f vehicles detected + Number o f f alse detections
× 100% (6.4)

FNR =
Number o f vehicles missed

Number o f vehicles appearing in the video f rames
× 100% (6.5)

= (100 − TPR) % (6.6)
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6.2.2 Results and Discussions

Figure 6.5 shows two examples of the output screen on the ImprovCV framework. The

final output and the intermediate processing results can be displayed to analyse the op-

eration of the image processing algorithms at different stages. However, for the timing

measurement, all the intermediate displays are turned off to get the best speed of the

system.

Figure 6.5: The ImprovCV image processing framework. Figures show two examples of
the test results with some intermediate outputs displayed in the smaller windows

The Processing Time

Table 6.1 shows the processing time of the vehicle detection system. The system was

tested on the 2.0 GHz Intel Core Duo laptop without any specific software optimization.
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The verification stage requires the highest processing time since it uses a more sophis-

ticated algorithms. This is followed by the symmetry detection stage but it only needs

half of the time required by the verification stage. The overall average processing time

for one frame is 80ms. Therefore, the system can achieve a frame rate of approximately

12.5 frames per second.

Table 6.1: Processing time of the vehicle detection system

Average processing time (ms)

Edge extraction 8
Symmetry detection 22
Vehicle verification 40
Vehicle tracking 10

Total 80

The Detection Rate

The detection rate of the system was evaluated using four video streams. Two video

streams were taken on a sunny day, one on a cloudy day and the other in the evening.

One of the sunny day’s videos was captured on a highway while the rest were taken on

different urban roads. All videos have a resolution of 640×480 pixels (VGA) and their

length varies from 700 to 900 frames. The results are presented in Table 6.2.

Table 6.2: The test results for the vehicle detection system

Sunny day Sunny day Cloudy day Evening
(Highway) (Urban rd) (Urban rd) (Urban rd)

Number of vehicles appear-
ing in the video frames 864 703 983 715

True Positive Rate
(vehicles detected) 94.6%(817) 94.0%(661) 92.3%(907) 90.2%(645)

False Positive Rate
(non-vehicles detected) 0.1%(1) 3.4%(25) 3.2%(33) 4.8%(36)

False Negatives Rate
(vehicles missed) 5.4%(47) 6.0%(42) 7.7%(76) 9.8%(70)

Both the sunny day’s videos recorded a high True Positive rate (94.4% and 94.0% re-

spectively). This is followed by the cloudy day’s video (92.3%) and the evening video
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(90.2%). One explanation for this is because the videos, taken at different times of day

and weather conditions, show different brightness contrast between the vehicles’ images

and their backgrounds. The image of a vehicle taken on a sunny day are clearer with

visible edges and internal structures such as the bumper, rear windscreen and tail lights.

These features are important for the bounding box detection and verification.

The results also show that the video taken on the highway has a lower False Positive rate

(0.1%) compared to the three urban road’s videos (3.2% – 4.8%). This is because the

background of the urban road scenes is usually cluttered with objects such as buildings,

road signs and bill boards. Some of these objects have aspect ratio and internal structures

resembling a vehicle which may confuse the system and mistaken them as vehicles.

(a) (b)

Figure 6.6: Examples of complex road scenes. The white dots are the hypothesised vehicle
locations. Figure (b) also shows the symmetry peak points (the smaller dots).

However, most of the non-vehicle symmetrical objects and edges picked up in the cueing

stage can be successfully removed by the vehicle verifier. Some examples are shown in

Figure 6.6 (a) and (b). The symmetry detector picked up some of the shadows and road

edges as symmetric regions (white dots in the images). However, these regions were

subsequently removed in the verification stage.

Figures 6.7 to 6.9 show a sequence of images from the output of the vehicle detection

system.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.7: Some detection results for the highway scenes
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(a) (b)

(c) (d)

(e) (f)

Figure 6.8: Some detection results for the urban road scenes
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(a) (b)

(c) (d)

(e) (f)

Figure 6.9: More detection results for the urban road scenes
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The False Detections

Figure 6.10 (a) and (b) shows two examples of false detections. The sign boards (indi-

cated by the arrows) have been falsely detected due to their rectangular shape with aspect

ratio close to a vehicle.

(a)

(b)

Figure 6.10: Examples of false positives (wrong detections) indicated by the arrows.

Two examples of wrong bounding box detections are shown in Figure 6.11 (a) and (b).

In the first figure, the detected bounding box did not cover the whole vehicle. This is

because the edges generated by the vehicle’s bumper is stronger compared to the edges of

the vehicle’s bottom. The second figure shows that the system falsely detected a distant

lamp post as the right boundary of the vehicle.
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(a)

(b)

Figure 6.11: Examples of errors in the bounding box detection

Figure 6.12 (a) and (b) shows another two examples of missed detections. The vehicles

were not detected due to a lack of strong edges for bounding box detection. This tends

to happen more frequently on distant and dark coloured vehicles due to their low image

contrast with the background.

Vision-based vehicle detection can capture the rich information about the road scene.

This will enable the recognition of the road objects by just analysing the captured images.

However, this is also its main disadvantage since the accuracy of the detection is largely

dependent on the quality of the image. Poor lighting conditions, such as during the

evening, may cause the edges of a vehicle to not being properly extracted and can result

in false detection.
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(a)

(b)

Figure 6.12: Examples of false negatives (missed detections) indicated by the arrows.

6.3 Summary

This chapter has described the integration of the cueing, verification and tracking mod-

ules proposed in the last three chapters to form a robust vehicle detection system. The

experiments and the evaluation results on the complete system are also presented.

The test results showed that the system is able to detect multiple vehicles on the highway

and the urban roads. The best detection rate was recorded on the sunny days’ videos

while the worst on the evening’s video. This is mainly due to the differences in the road

illumination. The urban road scenes are more complex compared to the highway because

they are cluttered with different background objects and shadows. For this reason, it has
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generated a higher number of false detections.

On the whole, the test results show that the final system can achieve close to real-time

performance. It is able to detect more than 90% of the vehicles appearing in all the video

frames tested in the experiment. It also yields a low number of false detections (< 5%).

In conclusion, the complete system formed by the integration of the novel techniques

proposed in the previous three chapters can provide a robust solution to monocular-based

vehicle detection.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

This thesis has proposed a technique for monocular-based vehicle detection and track-

ing. The technique combines several novel algorithms developed in this research. The

following paragraphs provide a general conclusion for each of the stages in the proposed

system, and highlight their major contributions and key findings.

• A fast and efficient symmetry-based vehicle cueing technique

The vehicle cueing stage identifies the locations of all potential vehicles in the

image. It requires a fast detection algorithm since a large area of the image needs

to be processed. This thesis has proposed a fast and efficient symmetry-based

vehicle cueing technique to address this problem.

The technique uses multi-sized symmetry search windows to locate the symmetry

points along several scan lines in the image. A fast voting-based symmetry de-

tection algorithm is used in the calculation. The detected high symmetry points

are clustered using the k-mean clustering technique. The mean location of each

cluster is then used as the hypothesised vehicle’s location.

The main contributions from this part of the research are: (1) The introduction

of the scan-line based symmetry search technique to significantly reduce the pro-

cessing time; and (2) The use of multi-sized symmetry search windows for optimal

detection of vehicles at different locations in the image. Experimental results have
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shown that this technique is faster and more accurate compared to the conventional

fixed size symmetry search technique or the optical flow technique.

• Evaluation of different image features and classifiers for vehicle verification

The verification step verifies the hypothesised vehicles identified by the cueing

stage. Vehicle verification based on pattern classification is generally more accu-

rate compared to the template matching method. Although different types of image

features and classification schemes have been proposed in the literature, there are

very few comparative evaluations of their performances using the same data set.

In this research, two efficient image features–HOG and Gabor, and three popular

classifiers–SVM, ANN and Mahalanobis distance were studied and their perfor-

mances for vehicle classification were systematically evaluated under the same

experimental setups.

The key findings from this part of the research are: (1) The classification perfor-

mance of the HOG feature is generally better than the Gabor feature. The HOG

feature also requires a shorter processing time since its feature set is more com-

pact; (2) For both the HOG and Gabor features, the SVM classifier achieved better

performance compared to the MLP or the Mahalanobis distance classifiers; and

(3) The 40 highest ranking HOG features selected by the F-score feature selection

technique are sufficient to represent the full 72 features set.

Based on these findings, the best vehicle classifier that meets the performance

and real-time requirement for a vehicle detection application is proposed. This

classifier, the HOG reduced features set trained on the SVM, is selected to be

implemented in the proposed vehicle detection system.

• Vehicle tracking using the Kalman filter and a reliability point system

Once a vehicle is verified, the movement of the vehicle in the subsequent video

frames will be monitored by a tracking function. The tracking function exploits

the temporal coherence of the consecutive video frames to narrow down the areas

for re-detecting a vehicle. This will improve the re-detection rate as well as reduce

the processing time. In this research, a Kalman filter and a reliability point system

are integrated into the tracking function to improve the efficiency of the tracking.
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The key findings from this part of the study are: (1) A Kalman filter can efficiently

predict the movement of a vehicle by only tracking its position in the image plane.

The irregularities and errors in the detection can also be smoothed by the Kalman

filter; and (2) The proposed reliability point system can provide a simple and fast

solution to handle the problem of momentarily missed or wrong detection.

The experimental results have shown that the proposed tracking function can suc-

cessfully track the preceding and the overtaking vehicles in consecutive video

frames.

• Integration of different components to form a robust vehicle detection system

Finally, a complete system is formed by the integration of the above three com-

ponents. The system provides a novel solution to the monocular-based vehicle

detection. Experimental results have shown that the system can effectively detect

multiple vehicles on the highway and complex urban roads under varying weather

conditions.

7.2 Future Work

In this section, some recommendations for possible areas of future work are given. These

recommendations cover each of the stages in the proposed vehicle detection system.

• Improvement for the cueing stage

The performance of the system can be improved by including a lane detection

module. Knowing the lane boundaries will reduce the areas where the cueing

stage needs to search for vehicles. It may also cut down the number of false

detections by ignoring the objects outside the road regions, since these objects are

not important for the purpose of collision warning. The lane detection module can

also provide additional driver assistance functions such as lane departure warning.

• Improvement for the verification stage

The verification stage can be improved by training different classifiers to identify

different types of vehicles such as cars, SUVs and trucks. The selection of which

classifier to be used during the verification process can be based on the aspect ratio
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of the detected bounding box. Another possibility is to train different classifiers

to verify vehicles at different viewing angles. The effects of combining multiple

features on the classification performance can also be explored.

• Improvement for the tracking stage

Although the tracking function has been shown to be sufficiently accurate to track

the movement of vehicles in the image plane, it is still possible to improve the

results by using a more complex model. For instance, the non-linear tracking

techniques such as the Extended Kalman filter and Particle filter may provide

more accurate tracking results. However, their performances in term of processing

time and algorithm complexity should be evaluated and compared with the linear

Kalman filter to find out their suitability for use in the vehicle detection system.

• Night time vehicles detection

The proposed system has focused on the detection of vehicles during daytime. At

nighttime, the only prominent visual feature of a vehicle is the tail lights. To make

the system usable at nighttime, the detection algorithms have to be modified to

detect these features. Some additional functions for detecting the road’s brightness

or checking the time of day can be added to allow the system to automatically

switch to the most appropriate algorithms for effective detection.

• Improving the processing speed

There are several possible ways to improve the processing speed of the proposed

system: (1) Software optimisation– The current software was written without any

specific optimisation. The frame rate can be improved by optimising some parts

of the codes, for example using the integral image technique for the HOG feature

extraction; and (2) Hardware acceleration– The system can be implemented on

a platform with a hardware accelerator. Some of the low level functions such as

the edge detection and the symmetry calculation can be implemented on FPGA or

GPU to speed up their operation.

• Driver assistance applications

The proposed monocular-based vehicle detection system can be used as one of the
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core components for other higher level driver assistance applications such as colli-

sion warning, adaptive cruise control and brake assistance systems. The develop-

ment of these applications on top of the proposed system in the same framework

is another possible future extension to this research work.
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Appendix A

Format of Feature Vector Files for the

Experiments in Chapter 4

Below is the format of the feature vector file used in the experiment for Chapter 4. The

format is based on [156] to facilitate the training or classification using the LibSVM

library.

<class label> 1:<feature 1 value> 2:<feature 2 value> ... n:<feature n value>

An example of the feature vector file is given below. Each row stores the values for a
different sample. In this example there are 15 samples with six features. The first 8 rows
with class label 1 is the positive samples and the remaining with class label −1 are the
negative samples.

1 1:-0.724551 2:-0.417989 3:-0.180556 4:-0.385417 5:-0.530864 6:-0.534592

1 1:-0.616766 2:-0.597884 3:-0.138889 4:-0.333333 5:-0.580247 6:-0.543473

1 1:-0.772455 2:-0.365079 3:-0.222222 4:-0.364583 5:-0.555556 6:-0.456528

1 1:-0.664671 2:-0.121693 3:-0.805556 4:-0.270833 5:-0.798778 6: 0.076087

1 1:-0.616766 2:-0.058201 3:-0.791667 4:-0.385417 5:-0.790123 6: 0.119565

1 1:-0.640719 2:-0.111111 3:-0.819444 4:-0.291667 5:-0.775778 6: 0.097826

1 1:-0.640719 2:-0.058201 3:-0.763889 4:-0.385417 5:-0.814815 6: 0.086956

1 1:-0.568862 2:-0.132275 3:-0.875012 4:-0.281255 5:-0.925926 6: 0.086956

-1 1:-0.592814 2:-0.047619 3:-0.958333 4:-0.291667 5:-0.654321 6: 0.043478

-1 1:-0.760479 2:-0.936508 3:-0.694433 4: 0.447917 5:-0.814815 6:-0.967391

-1 1:-0.772455 2:-0.862434 3:-0.534623 4: 0.322917 5:-0.851852 6:-0.793478

-1 1:-0.784431 2:-0.703704 3:-0.753346 4:-0.645833 5:-0.864198 6:-0.728261

-1 1:-0.508982 2:-0.174603 3:-0.680556 4:-0.604167 5:-0.419753 6:-0.108696

-1 1:-0.784431 2: 0.280423 3:-0.888889 4:-0.565656 5:-0.876543 6: 0.586957

-1 1:-0.712575 2: 0.142857 3:-0.930556 4:-0.385417 5:-0.790123 6:-0.423913
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